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ABSTRACT

This paper aims to find an effective clinical means to separate glioma pseudoprogression from true recurrence. To this end, the sparse representation method was introduced into the field of medical image processing. The key solution is to combine the training samples into a redundant dictionary. With the sparse decomposition algorithm, the test samples were represented by the combination of the sparse linear coefficients of training samples. Then, a suitable classifier was generated for the classification of sparse atoms. Finally, the author carried out a case study and proved that our method can effectively diagnose pseudoprogression in glioma, and enjoys a good prospect of clinical application.
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Introduction

Malignant gliomas are the most common malignancies of the central nervous system. For glioblastoma and other high-grade gliomas, the standard postoperative treatment often combines radiotherapy (RT) with adjuvant chemotherapy/adjuvant temozolomide (TMZ) chemotherapy (Stupp et al., 2005). The treatment efficacy of glioblastoma has been widely evaluated by the McDonald criteria (Macdonald et al., 1990), which relies on such imaging indices as baseline and enhanced scan results of the magnetic resonance imaging (MRI). In glioma imaging follow-up, the RT combined with TMZ chemotherapy (RT-TMZ) may cause the enhancement of the original tumour area or the emergence of new enhanced area. The result is called the pseudoprogression related to RT (Taal et al., 2008). At present, most scholars attribute such imaging changes to the increased blood-brain barrier permeability due to the treatment or tumour factors (Sanghera et al., 2012; Gunjur et al., 2011).

According to the literature, the incidence of pseudoprogression falls between 15% and 30% among glioma patients receiving RT-TMZ (Jeon et al., 2009). The pseudoprogression, in lack of specific molecular biomarkers, bears high resemblance to tumour recurrence. It is difficult to distinguish the two from each other based on clinical manifestations of patients.

Not even pathological examination, the gold standard for diagnosis, can make a good discrimination of pseudoprogression. The examination requires tissue sampling through stereotactic biopsy or re-craniotomy. Therefore, the procedures are invasive, the sampling sites are very limited, and the patient suffers from...
bodily pain and financial burden. Radiographic follow-up diagnosis is clinically feasible but not well accepted, for the long follow-up period severely restricts the individualization of treatment options (Chamberlain et al., 2007). To differentiate pseudoprogression from tumour recurrence, many new imaging techniques have been adopted, including MRI diffusion-weighted imaging (DWI), diffusion tensor imaging (DTI) (Knudsen-Baas et al., 2013), magnetic resonance imaging (MRS) (Yaman et al., 2010), positron emission tomography (PET) (Glaudemans et al., 2013), and DSC and arterial spin labelling (ASL) (Choi et al., 2013). However, each of these techniques has its own defects, and the effect is yet to be observed.

To sum up, there is still no effective clinical means to separate glioma pseudoprogression from true recurrence. Therefore, this paper aims to find such an identification method considering the change or termination of the treatment plan, as well as the economic condition, living quality and survival rate of the patient.

**Routine Diagnostic Methods**

Three routine diagnostic methods, namely MRI, MRS and ASL, were adopted for our research. Each of the methods is detailed below.

**MRI**

The MRI employs the GE Signa HD 1.5T MRI machine with an 8-channel phased-array coil, and T1- and T2- weighted imaging (WI). The parameters of 3D FIESTA sequence include: TR 4.6 ms, TE 1.6ms, Flip angle 60°, NEX 6 times, FOV 16cm×16cm, matrix 256×256, block thickness 60mm, and layer thickness 1.0mm. Following the intravenous injection of Gd-DTPA, the axis, coronal plane and sagittal plane were subject to T1WI enhanced scan.

**MRS**

The MRS consists of single or multi-voxel H-MRS scans. The single voxel scanning was realized through PRBOE/SV pulse sequence excitation, while the multi-voxel scanning was achieved by point-resolved spectral analysis (PRESS) sequence. The scanning parameters include: TR 1,000ms, TE 35ms, and layer thickness 10mm. The pre-scan was performed automatically for shimming and water suppression.

**ASL**

The ASL relies on the scanning method of echo planar imaging flow sensitive alternating inversion recovery (EPI FAIR). The scanning parameters include: TR/TE 2,000ms/15ms; T1 1.2s; FOV 24cm; matrix 128×128; NEX 100 times; layer thickness 6 mm, number of layers 7, layer spacing 2mm.

After pre-processing and data analysis, the resulting image was transmitted to a GE ADW 4.2 workstation for post-processing. Then, the processed image underwent an MRS enhanced scan to determine the Cho/Cr and NAA/Cr values of the enhanced area and the lesion area.

The FAIR images were used to measure the regional cerebral blood flow (rCBF) within 2cm around the lesion, in the image area and in the lesion, respectively. Then, the measured data were analysed by the imaging physician to determine if there existed pseudoprogression.

In our case, a 45-year-old male patient with astrocytoma in left frontal lobe (WHO III grade) received the FR-TMZ after surgery. However, the original symptom in the nervous system got worse. Then, the patient continued with the treatment. Ten months later, the follow-up diagnosis confirmed the existence of pseudo progression.

Figure 1, male, 45 years old. Left precordial lobe astrocytoma (WHO III grade) after surgery, combined with temozolomide concurrent chemoradiation January, the original nervous system symptoms worse, continue temozolomide chemotherapy, follow-up 10 months, pseudoprogression was confirmed at last.

Figure 1. T1WI enhanced image

1a: there was an unobvious ring-enhancing lesion in the frontal lobe before the operation. 1b: the lesion was enhanced 10 days after surgery. 1c: the lesion was obviously enhanced after the treatment in January. 1d: the lesion was reduced and disappeared 6 months after the treatment.
Sparse Representation

Nowadays, it is a popular trend to combine image processing algorithms and computers in pattern recognition, image processing and biomedicine (Al-Kofahi et al., 2010; Aus et al., 1986). However, the most intelligent system of image signal processing is still the visual system of human. The visuosensory area in the human brain is a complex, redundant system. For a single signal or stimulus, only a fraction of the related neurons is activated. The information captured by them provides a simple representation of the most basic features of the stimuli to superior sensory nerves. This process is called the sparse representation of the signal in the brain.

Inspired by the visual system, the sparse representation theory has been extensively adopted in every aspect of signal processing, thanks to its low computing load and many other advantages. The theory gives birth to the sparse-land model, which intends to represent the basic information of the signal with the fewest number of nonzero coefficients, thus simplifying the solution to signal processing problems. The model can be expressed as:

\[ y = D\alpha \text{, subject to } \min ||\alpha||_0 \]  

(1)

where \( y \in \mathbb{R}^n \) is the target signal; \( D \in \mathbb{R}^{(n \times m)} \) is the basis function dictionary; \( \alpha \in \mathbb{R}^m \) is the sparse representation vector; \( ||\alpha||_0 \ll m \) is the sparsity of \( \alpha \), i.e. the number of nonzero coefficients in \( \alpha \) (Gao et al., 2010).

Recent years has seen the proliferation of the JPEG image format based on discrete cosine transform (DCT) dictionary and the JPEG-2000 image format based on wavelet dictionary. Coupled with these formats, it is possible to construct a sparse representation classifier (SRC) based on sparse representation theory (Wright et al., 2009).

The SRC assumes that the test samples can be linearly represented by a sufficient number of training samples, and reconstructed without the contribution from the other samples. In this way, the signal classification problem is transformed to a sparse representation problem.

The SRC is a desirable image classification algorithm. As Wright put it, the SRC is insensitive to data loss, and lowers the importance of feature space selection with sufficiently sparse coefficients. Based on the SRC, Song Xiangfa et al. (2012) proposed a multi-label learning algorithm, which makes full use of membership to sort the tags and classify the images. J. Wright et al. (2009) developed a robust face recognition method based on the SRC; the method achieved excellent recognition effect in noisy and occluded environments.

In addition, the sparse algorithm has been deeply implemented in medical image processing. For instance, Sun Yubao et al. (2009) analysed brain function data by sparse representation. The sparse representation is theoretically mature in the analysis of mini-tumour MRI images (Yu, 2013) and fMRI data (Luo and Puthusserypady, 2005), giving rise to various related algorithms.

The sparse representation theory is suitable for MRI image processing. This is because the MRI images carry special signals with sparse semantic meanings, and the tumour images often contain noise from equipment and human errors (Wan et al., 2014). To obtain small residual values and enhance classification effect, the sparse constraint on the solution vector of the object needs to be processed, and then represented by a few atoms in the dictionary. Nevertheless, there is no report on the sparse representation-based identification of the enhanced MRI area after the glioblastoma treatment. Thus, it is very meaningful to find an easy way to timely and accurately differentiate pseudoprogression from recurrence after glioblastoma treatment.

Algorithm Design

To improve the recognition rate of postoperative pseudoprogression and true recurrence of glioma, this section designs a redundant dictionary for the sparse decomposition algorithm, and trains a supervised sparse classification model with numerous postoperative MRI medical images of glioma. The workflow of the sparse
representation-based identification algorithm is illustrated in Figure 3.

First, the input test sample should be sparsely represented by atoms based on the redundant dictionary; then, the atoms should be classified to yield the classification results. To this end, the author designed the dictionary and the sparse decomposition algorithm, identified pseudoprogression and recurrence based on the sparse representation model.

![Figure 3. Workflow of the identification algorithm.](image)

**Dictionary design**

Dictionary design is an important step to sparse representation. The success of sparse representation of MRI images depends entirely on the performance of the dictionary, which in turn relies on the consistency between its atomic structure and internal structure. The consistency is positively correlated with the ease of sparse representation.

In computer vision, traditional dictionaries are adopted for sparse representation. In our research, the dictionaries must be selected properly. For this purpose, redundant dictionaries were learned by training MRI samples of brain tumour patients. Then, a sparse decomposition algorithm for identifying pseudoprogression was designed based on the existing sparse representation theory and sparse decomposition algorithm.

**Sparse decomposition algorithm**

The process to obtain the optimal sparse representation or sparse approximation of a signal with redundant dictionary is called the sparse decomposition of the signal. This process is essential to the successful application of the sparse representation in MRI image identification. In the case of redundancy, the sparse decomposition of the captured image is an NP-hard problem that requires a combined search and needs to be solved by a suboptimal approximation algorithm. The typical algorithms include relaxation optimization algorithm, greedy tracking algorithm and combinatorial optimization algorithm.

Greedy tracking algorithm is mainly selected for the atoms for signal decomposition successively from the dictionary by the specific similarity measure. This step is repeated to complete the sparse approximation of the original signal. Compared with the relaxation optimization algorithm, the greedy tracking algorithm does not apply to many practical problems due to its low complexity, high randomness and vulnerability to the local optimum trap.

Greedy matching pursuit algorithm is more effective than the above algorithms in sparse approximation. By this method, the signal is sparsely decomposed by an improved tracking algorithm. The complexity of sparse decomposition mainly depends on the number of atoms in the dictionary. For better efficiency, the image dimension should be reduced, together with the number of atoms in the dictionary.

**Sparse representation model**

The sparse representation model aims to find a suitable set of basis functions that ensures the sparsity of all MRI images in the training set. With many MRI images as training samples, the basis functions trained by the model will feature spatial locality, directionality and band-pass.

Being a new image processing model, the over-complete image sparse representation offers a concise and convenient way to represent the processed MRI images. In the model, the nonzero coefficient depicts the main structure and essential properties of the MRI images, and the
redundancy system withstands high levels of noises and errors.

Following the sparse representation method, test sample $y$ is linearly represented by the dictionary $D$. Then, the sparse coefficient vector $A$ is obtained, and the sparseness is used for classification. Ideally, it is assumed that test sample $y$ belongs to class $i$, and the training samples corresponding to nonzero values in coefficient vector $A$ also belong to class $i$. This makes it easy to categorize the test sample $y$ into class $i$. Nevertheless, under the noise influence, some training samples corresponding to some nonzero values in coefficient vector $A$ may fall into other classes. In sparse representation, test sample $y$ is directly classified into the class to which the training sample corresponding to the largest term in the coefficient vector $A$ belongs. Here, the nonzero values of all coefficients in vector $A$ are taken into account. 

Hence, it is possible to identify pseudoprogression and glioma recurrence based on the sparse representation model.

Algorithm Implementation

**Training of redundant dictionary**

In light of the geometric features of the image and the perception of the human visual system, the 2D Gabor function was selected as the generating function of the multi-component dictionary. The functions of the various free parameters were fine-tuned to create a series of atoms with different scales, directions, aspect ratios, and spatial frequency bandwidths, forming a Gabor perception multi-component dictionary. Based on the geometric features of the image, the sampling density of free parameters was allocated according to the receptive field structure of visual cortex neurons. Thus, the number of atoms in the dictionary was reduced, lowering the complexity of sparse decomposition.

The Gabor function, as a generator of atoms, equals the product of the Gaussian and cosine functions:

$$g(p) = K \exp(-\frac{x^2 + y^2}{\tau^2}) \cos(2\pi\tau x + \phi)$$  (2)

where $p=[x, y]$ is a discrete image coordinate vector; $K$ is a normalization constant such that $||g||=1$ (L2 norm); $\tau$ is an adjusting factor of oscillation frequency; $\phi$ is the cosine phase.

The Gabor perception dictionary was constructed by a series of geometric transformations of the generator functions, which can be expressed as corresponding unitary operators $U(\gamma)$. Thus, the Gabor perception dictionary can be expressed as:

$$D = \{U(\gamma)g, \gamma \in \Gamma\}$$  (3)

where $\gamma$ is an indicator of transformation parameters; $\Gamma$ is an indicator set.

In general, the dictionary is constructed through the following transformations:

1. Move atom $\alpha$ to any position in the discrete image;
2. Rotate $\theta$ to match atoms in different directions on contour edge and in texture structure;
3. Perform anisotropic scaling $s=(s_1, s_2)$ so that atoms can match the anisotropic structure of the contour.

Through the above steps, it is possible to match the geometry at different positions, orientations and dimensions in an image.

Therefore, the geometric transformation $U(\gamma)$ of the generated function $g$ can be decomposed as:

$$U(\gamma)g = H(\alpha, \theta)S(s_1, s_2)g$$  (4)

where $H$ is the Euclidean transformation group:

$$H(b, \theta)g(p) = g(r_\theta(p-\alpha))$$  (5)

where $r_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}$ is a rotation matrix; $S$ is an anisotropic telescoping operator.

$$S(s_1, s_2)g(\tilde{p}) = \frac{1}{\sqrt{s_1s_2}}g(\frac{x}{s_1}, \frac{y}{s_2})$$  (6)

Thus, a structured Gabor dictionary was constructed after the generated functions underwent a series of geometric transformations. Each atom in the dictionary can be measured by the set of geometric transformation parameters $\gamma$, which includes moving $\alpha$, rotation $\theta$, and anisotropic scaling $S$. 

Finally, each atom in the dictionary can be expressed as:

\[ g_{\gamma}(x, y) = K \exp(-\frac{x'^2 + y'^2}{2}) \cos(2\pi x' + \phi) \]  
\[ x' = \frac{\cos \theta (x - \alpha_1) + \sin \theta (y - \alpha_2)}{s_1} \]  
\[ y' = \frac{\cos \theta (y - \alpha_2) - \sin \theta (x - \alpha_1)}{s_2} \]  

The Gabor atoms of different structures form an optimal response to the image content. The response reflects the exact scale, orientation, centre position, phase, and structure of the image. With the transformation parameters, the Gabor atoms can display different number of stripes, scales, aspect ratios, directions, and morphologies. Therefore, these atoms are more than capable of representing the edge contour or texture in the MRI image structure. Note that the dictionary can achieve better sparse representation thanks to the anisotropy and multi-directions of the atoms. The combinations of free parameters generate different sub-component dictionaries, which together form the multi-component dictionary.

**Implementation of sparse decomposition algorithm**

Based on redundant dictionary, the sparse representation itself is an NP-hard problem. As mentioned above, the typical signal approximation methods for sparse representation include relaxation optimization algorithm, greedy tracking algorithm and intelligent optimization algorithm. In addition, the greedy matching pursuit is a popular, low complexity sparse decomposition algorithm.

The sparse decomposition algorithm was designed as follows. Taking the inner product as a measure of correlation, the atom most relevant to the residual signal was adopted at the selection of any dictionary \( D = \{ \phi_\gamma \mid ||\phi_\gamma|| = 1, \gamma \in \Gamma \} \). This step was repeated to gradually approximate the MRI image.

The specific steps of the algorithm are as follows:

1. Let the initial residual signal be the original signal \( R^0 f = f \), and the initial number of iteration \( i = 0 \);
2. Calculate the inner product coefficient of the residual signal \( R^i f \) and all the atoms \( \alpha_\gamma = \langle R^i f, \phi_\gamma \rangle \) in the dictionary;
3. Search for the maximum inner product \( \gamma_i = \arg \max_{\gamma \in \Gamma} |\alpha_\gamma| \), and record atomic subscripts \( \gamma_i \) and coefficients \( \alpha_{\gamma_i} \);
4. Update the residual signal \( R^{i+1} f = R^i f - \alpha_{\gamma_i} \phi_{\gamma_i} \);
5. If the residual signal energy is less than the given threshold \( \xi_{stop} \), \( ||R^{i+1} f||^2 \leq \xi_{stop} \), terminate the iteration; otherwise, \( i = i + 1 \) and go to Step 2.

After \( N \) iterations, the signal \( f \) can be sparsely decomposed into:

\[ f = \sum_{i=0}^{N-1} \alpha_{\gamma_i} \phi_{\gamma_i} + R^N f \]  

As \( N \) approaches infinity, the finite dimensional signal space \( ||R^N f|| \) converges exponentially, \( \lim_{N \to \infty} ||R^N f|| = 0 \). Correspondingly, the obtained signal is decomposed into

\[ f = \sum_{j=0}^{m} \alpha_{\gamma_j} \phi_{\gamma_j} \]  

The matching pursuit algorithm iteratively looks for Gabor atoms in the dictionary that best match the image structure, aiming to depict the accurate position, scale, direction, amplitude, phase, frequency and other features of the edge and texture in the MRI image.

**Establishment of sparse representation model**

As mentioned above, test sample \( y \) in sparse representation is directly classified into the class to which the training sample corresponding to the largest term in the coefficient vector \( A \) belongs. Here, the nonzero values of all coefficients in vector \( A \) are taken into account.

In sparse decomposition, the objective function optimization is the same as the Lasso problem. The solution to the Lasso model is depicted below:

Suppose there is a linear regression model with \( M \) observed data for \( K \) predictors in its dataset. Let \( Y = (y_1, y_2, \ldots, y_N)^T \) be the measured variables, and \( X = (x_{11}, x_{21}, \ldots, x_{n1})^T (j=1,2,\ldots,K) \) be the types of predicted data.
After both \( X \) and \( Y \) are normalized, the Lasso problem becomes a least squares problem with \( l_1 \) norm penalties.

Hence, the solution to the Lasso model translates to solving the optimization problem below:

\[
\alpha_{\text{Lasso}} = \min_{\alpha} \| Y - \sum_{j=1}^{K} x_j \alpha_j \|_2^2 + \lambda \sum_{j=1}^{K} \| \alpha_j \|_1
\]

(12)

where \( \lambda \) in is a non-negative parameter. The Lasso model at once guarantees the accuracy and sparseness of the system, and is applicable to the variable selection of MRI images.

The SRC classification algorithm:

1. Input: Training sample matrix of \( K \) sample classes
   \[ A = \left[ A_1, A_2, \ldots, A_K \right] \in \mathbb{R}^{m \times N}. \]

   Test sample \( y \in \mathbb{R}^m; \) error tolerance: \( \varepsilon > 0. \)

2. Perform \( l_1 \) norm regularization of the column vector of sample matrix \( A. \)

3. Solve the \( l_1 \) minimization problem:
   \[
   \alpha_i = \min_{\alpha} \| z \|, \text{ s.t. } \| y - A \alpha \|_2 \leq \varepsilon
   \]

4. Calculate each class residual:
   \[
   r_i(y) = \| y - A \delta_i(\alpha) \|_2, i = 1, 2, \ldots, K
   \]

5. Output: Test sample \( y \) belongs to the sample class with the smallest residual \( r_i(y). \)

The sparse representation coefficients \( \alpha \) contain important information to determine whether the test sample belongs to the training set: If yes, the coefficients \( \alpha \) have good sparsity, and the nonzero elements are mainly concentrated in one sample class; otherwise, the coefficients \( \alpha \) are distributed across multiple sample classes and definitely not sparse. Therefore, a sparse concentration index (SCI) was defined to measure the concentration of coefficients in a sample class:

\[
\text{SCI}(\alpha) = \frac{\max_i \| \delta_i(\alpha) \|_1 - 1}{k - 1} \in [0, 1]
\]

(13)

Hence, \( \tau \in [0, 1] \) was set as the threshold for acceptable test samples. If \( \text{SCI}(\alpha) \geq \tau \), the test sample belongs to the pseudoprogression training set; otherwise, the test sample is not valid.

Results

The research data were collected from 362 patients (males: 218; females: 144; age: 19~70; medium age: 50) who received high-grade glioma surgery and postoperative RF-TMZ between January 2014 and December 2016 in several hospitals. One month after the surgery, enhanced lesion area appeared on their MRI images.

The Karnofsky performance score (KPS) ranged from 70 to 90, putting the medium score at 80. All patients were confirmed as tumour-stricken. Among them, 193 cases fell to WHO grade III (i.e. anaplastic astrocytoma, ameloblastoma, and atypical oligodendroglioma) and 169 to WHO grade IV (glioblastoma).

According to the pathologic analysis after the second surgery and the 10-month follow-up diagnosis, 283 of the 362 cases were confirmed as pseudoprogression, and 79 as tumour recurrence. In 283 cases of pseudoprogression, 124 cases were confirmed by the pathologic analysis after the second surgery, and 159 cases were confirmed by the 10-month follow-up diagnosis. In 79 cases of tumour recurrence, 63 cases were confirmed by the pathologic analysis after the second surgery, and 16 cases were confirmed by the 10-month follow-up diagnosis.

By the MRS analysis method, 198 cases were diagnosed as pseudoprogression, and 164 as tumour recurrence. According to the pathologic analysis after the second surgery and the 10-month follow-up diagnosis, 188 of the 198 cases were confirmed as pseudoprogression, and 10 as tumour recurrence; 95 of the 164 cases were confirmed as pseudoprogression, and 69 as tumour recurrence.

By the ASL analysis method, 247 cases were diagnosed as pseudoprogression, and 115 as tumour recurrence. According to the pathologic analysis after the second surgery and the 10-month follow-up diagnosis, 231 of the 247 cases were confirmed as pseudoprogression, and 16 as tumour recurrence; 52 of the 115 cases were confirmed as pseudoprogression, and 63 as tumour recurrence.

By our method, 275 cases were diagnosed as pseudoprogression, and 87 as tumour recurrence. According to the pathologic analysis
after the second surgery and the 10-month follow-up diagnosis, 268 of the 275 cases were confirmed as pseudoprogression, and 7 as tumour recurrence; 15 of the 87 cases were confirmed as pseudoprogression, and 72 as tumour recurrence. Through comparison, it is clear that our method achieved higher recognition rate of pseudoprogression than the MRS and the ASL methods. Moreover, the proposed method boasts a great application potential, as it depends on machine learning rather than doctor’s experience.

Conclusion

To accurately differentiate pseudoprogression from glioma recurrence, this paper establishes a sparse representation model that can promptly formulate individualized treatment plans, select a reasonable treatment plan for each patient, and accurately evaluate the treatment effect.

Therefore, the sparse representation method was introduced into the field of medical image processing. The key solution is to combine the training samples into a redundant dictionary. With the sparse decomposition algorithm, the test samples were represented by the combination of the sparse linear coefficients of training samples. Then, a suitable classifier was generated for the classification of sparse atoms. In the end, a case study was carried out to show that the proposed method can accurately distinguish glioma pseudoprogression from tumour recurrence.

The method allows early detection of and intervention in glioma, and reduces the economic and physical stress on patients with pseudoprogression.
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