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ABSTRACT
To solve the problem of insufficient feature information obtained by the single feature extraction method. The feature extraction was achieved by autoregressive model (AR) and wavelet transform. After the merging of feature sets, the genetic algorithm is used to select the optimal feature set. To test the validity of the proposed method, it is compared with the feature selection method based on SGA and the filter selection method based on Fisher distance. The classification accuracy of AGA is significantly higher than other methods, and the best pattern recognition performance is obtained. SGA-FS and AGA-FS take classification accuracy as the index to evaluate different feature subsets, so it is expected to obtain better classification results.
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Introduction
The most natural way for humans to communicate with the outside world is through the muscular tissue of the body and the intentions formed in the brain are sent to specific parts of the body through the nervous system to make response (Folstein and Van, 2008). The human brain is a complex organ made up of hundreds of millions of cells called neurons. Electrical signals are used for communication among neurons. When a neuron discharges, it generates an electrical signal that can be detected on the scalp, which is called event-related potentials (ERP). It is a major problem in signal processing to realize the communication between humans and external devices through ERP signals. The communication system to achieve this purpose is called brain-computer interface, which will improve the living quality of humans, especially patients with physical disability but with normal thinking (Janelle, 2002). In current BCI systems, the non-invasive, ERP signals are generally used as signal sources.

The brain-computer interface (BCI) is a communication system of normal output channel that does not depend on the brain (peripheral nerves and muscles) and is a new human-machine interface method. Its essence is to infer human thoughts or objectives through the processing of brain signals so as to achieve human-computer communication. Among many brain signals, the electroencephalogram (ERP) has the advantages of large amount of information, high time resolution, portable acquisition equipment and low cost, thus becoming the major control signal in current brain-machine interface researches.

The basic principle of BCI is that people can generate specific pattern of ERP signals under certain conditions (such as imagining the movements of hands, feet, tongue, etc.) (as is shown in Figure 1). Through the feature extraction, selection and classification of ERP signals, different intentions of the subjects can be
identified. Feature selection is one of the core issues in ERP pattern recognition and one of the key technologies in brain-computer interface researches. The task of feature selection is to select a set of optimal features with a quantity of d from a set of features with a quantity of D (D>d), that is, to select some of the most effective features from all features for pattern recognition to reduce the dimensionality of the feature space and improve the classification performance (Orgs et al., 2008).

Figure 1. Microelectrode brain signal transformation

At present, the methods used in the feature selection of ERP mainly include filter selection method (such as separability criteria and mutual information based on classification) and standard genetic algorithm (SGA). The former selects the feature subset with the largest amount of mutual information as the optimal subset, which is the feature selection independent of the classifier, so it cannot guarantee to obtain the recognition rate with higher accuracy. The latter often uses the classification performance as its fitness function, so it can obtain better recognition results. Genetic algorithms (GA) is a global probability searching algorithm based on biological evolution mechanisms such as natural selection and genetic variation, which has many advantages and can maintain a good balance between the depth and breadth of the searching space. Through individual parameter coding, fitness function design, selection, cross and mutation, the fitness of the best individual in the group can improve continuously and finally the optimal solution to the problem can be found (Harle and Vickers, 2001). However, SGA is not very effective in many situations and it is prone to be disturbed by problems such as premature convergence and poor local optimization ability. In SGA, the crossover probability and the mutation probability are often estimated based on experience, which will bring great blindness, thus affecting the global optimality and convergence of the algorithm. Based on this point of view, this paper proposes an adaptive genetic algorithm (AGA) to conduct adaptive selection of the above two probabilities. All features are used for optimization selection and finally the optimal feature subset can be obtained. This method is called as AGA-FS (Feature Selection).

Methods
The AR model is an autoregressive model, whose meaning is that the current output of the model is the weighted sum of the current input and the previous P outputs. The formula is as follows:

$$y(n) = \sum_{j=1}^{P} a_j y(n-j) + x(n)$$

(1)

In the formula, P is the model order; aj is each coefficient of the model. The commonly used methods for AR model parameter estimation are autocorrelation method, Burg method and least square method (Marple algorithm).

In this paper, AR model and wavelet transform are used to extract features and the mean, median and standard deviation of two types of features are calculated as additional features. The features extracted from these two are merged to form a feature set. Before the classification, the feature selection is performed on the original feature set according to the genetic algorithm based on k-Nearest Neighbor (KNN) algorithm classification error rate. And then, the selected feature is used as the input of classifiers such as support vector machine to verify the validity of the feature extraction method and genetic algorithm used for feature selection in this paper (Loze et al., 2001). In this paper, the GA Toolbox provided by Matlab is used, in which the roulette algorithm is adopted to implement the selection operation. The single-point crossing algorithm and uniform mutation algorithm are selected for genetic operators (cross, mutation). The termination criteria of the algorithm is achieved by the combination of the generation number of the population and the Stall Genlimit parameter provided by the toolbox. Set Stall Genlimit to 50, that is and the genetic algorithm will terminate in the following two cases:

1. The population has reached the maximum number of generations;
The maximum generation number was not reached, but the fitness function value does not change, within consecutive 50 generations of stall Genlimit. Then, the other two key issues are the coding scheme of the sample and the setting of the fitness function (evaluation function).

**Results and discussion**

**Analysis of ERP signal model**

The experimental data in this paper comes from the experimental database of "BCI Competition 2003". The structure of the original data is shown in Table 1.

<table>
<thead>
<tr>
<th>variable</th>
<th>dimension</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-train</td>
<td>1152<em>3</em>140</td>
<td>Training set, channel C3, C4</td>
</tr>
<tr>
<td>y-train</td>
<td>140*1</td>
<td>Training set labels</td>
</tr>
<tr>
<td>x-test</td>
<td>1152<em>3</em>140</td>
<td>Test set, channel C3, C4</td>
</tr>
</tbody>
</table>

The data was collected in a 25-year-old normal female. The experimental task was to control the movement of the cursor on the screen by imagining the movement of the left or right hand. The instruction of the left and right arrows on the screen were given at random. All tests were conducted in the same day and the duration of each experiment lasted >T. The entire experiment consisted of 280 tests, of which there were 140 groups for left and right hand movements respectively. 70 for training and 70 for testing, containing 3 channel data of C3, C4, C2. The ERP sampling frequency is 128Hz.

In this paper, the ERP data of C3 and C2 were selected because the features in these two channels of the imagination of left and right hand movements are the most obvious. In addition, in order to verify the validity of the extracted features and the classifiers in this paper, the test sets without class labels were discarded. The final extracted data is: 140*2350, a total of 140 signals, and the meaning of each column was shown in Table 2.

<table>
<thead>
<tr>
<th>Column index</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Class labels</td>
</tr>
<tr>
<td>2:1153</td>
<td>C3</td>
</tr>
<tr>
<td>1154:2350</td>
<td>C4</td>
</tr>
</tbody>
</table>

The data was collected in a 25-year-old normal female. The experimental task was to control the movement of the cursor on the screen by imagining the movement of the left or right hand. The instruction of the left and right arrows on the screen were given at random. All tests were conducted in the same day and the duration of each experiment lasted >T. The entire experiment consisted of 280 tests, of which there were 140 groups for left and right hand movements respectively. 70 for training and 70 for testing, containing 3 channel data of C3, C4, C2. The ERP sampling frequency is 128Hz.

In this paper, the ERP data of C3 and C2 were selected because the features in these two channels of the imagination of left and right hand movements are the most obvious. In addition, in order to verify the validity of the extracted features and the classifiers in this paper, the test sets without class labels were discarded. The final extracted data is: 140*2350, a total of 140 signals, and the meaning of each column was shown in Table 2.

Firstly, the time domain interception was conducted on the extracted ERP data. On the one hand, the AR model is suitable for the processing of static stationary signals. On the other hand, the event-related desynchronization (ERD) and the event-related synchronization (ERS) phenomena were relatively significant in the period of 3.5 to 6 seconds, as is shown in Figure 2. Therefore, the 3.5 to 6 s of the original data was intercepted as the subsequent processing signals.

![Figure 2. Visualize the signal energy of C3 and C4 channels when imaging left and right hands](image-url)

After many experiments, the order of the AR model was determined to be 10, and then the parameters matrix of channel C3 and C4 of the model obtained from the least square method were 140 matrix, recorded as coef3, coef4. The 140*10 feature set was obtained by the subtraction of channel parameters. In addition, the mean, median and standard deviation of these 10 parameters were calculated as additional features. Finally, the 140*13 feature set was obtained, recorded as FeaAR.

For the time domain signal after the interception, its energy was calculated. Then, the db10 wavelet function was used for the 3-layer wavelet decomposition of the obtained energy. The decomposition layers and the corresponding frequency were shown in Table 3.

<table>
<thead>
<tr>
<th>Decomposition</th>
<th>Frequency range (Hz)</th>
<th>Number of layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td>0-128</td>
<td>0</td>
</tr>
<tr>
<td>cA1</td>
<td>0-32 (32-64)</td>
<td>1</td>
</tr>
<tr>
<td>cA2</td>
<td>0-16 (16-32)</td>
<td>2</td>
</tr>
<tr>
<td>cA3</td>
<td>0-8 (8-16)</td>
<td>3</td>
</tr>
</tbody>
</table>

Among them, the approximation component cA3 contained the overall information of the original signal. From the perspective of the energy, the reconstructed signal A3 could be used as a feature to distinguish the two types of motion; cD3...
contained the α (8-12 Hz) band; cD2 contained the β (18-24 Hz) band. The ERD/ERS of ERP signals mainly occurred in these two bands. Therefore, cD2 and cD3 were selected for the reconstruction to obtain D2 and D3. The reconstructed signals A3, D3 and D2 (the dimensions were both 280*320; the first 140 behaviors were C3 and the last 140 behaviors were C2) were stored in the form of two channels respectively, as is shown in Table 4.

<table>
<thead>
<tr>
<th>Reconstruct signal (280*340)</th>
<th>C3 (140*320)</th>
<th>C4 (140*320)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A3</td>
<td>A3;C3</td>
<td>A3;C4</td>
</tr>
<tr>
<td>D3</td>
<td>D3;C3</td>
<td>D3;C4</td>
</tr>
<tr>
<td>D2</td>
<td>D2;C3</td>
<td>D2;C4</td>
</tr>
</tbody>
</table>

**Feature selection**

The parameters adopted were population size \( P = 100 \), evolutionary generation \( T = 150 \), and selection pressure \( q = 0.8 \). The selection of these three parameters was based on the general recommendation of the literature. The penalty coefficient \( w = 0.2 \), the crossover probability \( P_c \) and the mutation probability \( P_m \) were calculated separately. The new parameters \( k_1 \) and \( k_2 \) followed the trial and error method, and finally \( k_1 = 0.5 \) and \( k_2 = 0.3 \).

The specific implementation steps of SGA-FS were the same as AGA-FS. Its parameter selection is similar to AGA-FS, but the \( P_c \) and \( P_m \) were fixed values. Generally, the selection range of crossover probability \( P_c \) was 0.5 to 1.0 and the selection range of mutation probability \( P_m \) was 0.001 to 0.005. Finally, \( P_c = 0.8 \), \( P_m = 0.03 \).

Separate optimal feature combination, criterion value \( J(w) \) of the exclusive use of each feature was calculated and lined up. The corresponding first \( d \) features were selected as the selection result. This strategy was called F-FS(1); the sequential advancing method was the simplest top-down searching method, in which a feature was selected from the unselected features at a time, so that the \( J(w) \) was the maximum when it was combined with the selected features until the number of features increased to \( d \). This strategy was called F-FS(2).

In the above several schemes, the feature subset size \( d = 5, 10, 15, 20, \ldots, 45, 50 \) was adopted. The initial feature was based on adaptive personality feature extraction of wavelet packet optimal basis and the initial feature vector obtained by experimental data Dataset Ia was X. The dimension was 130 (namely, D=130). The classifier used the probabilistic neural network (PNN) and the smoothing coefficient 6 took 1.

Figure 3 was the variation curve of the classification accuracy of SGA and AGA with genetic algebra when the feature vector dimension \( d = 20 \) (Vine and Wilson, 2010). It could be seen that AGA has relatively high classification accuracy and fast convergence rate than SGA and other feature dimensions had similar results.

**Conclusion and outlook**

This paper uses the feature selection based on adaptive genetic algorithm based (AGA-FS) and apply it to BCI. To verify the validity of this method, it is compared with the feature selection based on standard genetic algorithm (SGA-FS) and the feature selection of filter algorithm based on Fisher distance (F-FS). Among these schemes, SGA-FS and AGA-FS use the classification accuracy as the index to evaluate different feature subsets, so it is expected to obtain relatively good classification results. SGA-FS uses the standard genetic algorithm for feature selection. Due to inherent defects of SGA, such as premature and local convergence, its performance is slightly worse than that of AGA. The experimental results show that this method obtains the best
classification recognition performance. For the processing of four types of motional imagination ERP signals, the event-related synchronization / desynchronization phenomenon is firstly analyzed and demonstrated, and then the CSP and wavelet analysis are used for feature extraction respectively. It is found that the classification effect is not satisfactory. Based on this, the paper proposes further screening of the ERP feature signals.

Although many scholars are currently carrying out researches on the classification of spontaneous ERP thinking mode and have achieved certain results, attempts to apply such research in the real-time communication of brain-computer interface are still confined to the laboratory research phase. There is still a big gap between the communication speed and the normal processing capacity of human beings (Lombardi et al., 2015). The extraction of signal features is an important factor influencing the classification accuracy of thinking activities.
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