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Abstract: 

One of the advantages of cloud computing is its ability to perform the tasks in the data centers. 
However, the energy consumption of these facilities is a major issue. This paper presents a linear 
programming model that takes into account the matrix formation to allocate the tasks to the 
servers. The proposed model achieves the efficiency of reducing the data center's energy 
consumption by implementing the greedy approach. The paper presents a linear model that takes 
into account the matrix formation to allocate the tasks to the servers. It achieves the efficiency of 
reducing the data center's energy consumption by implementing the greedy approach. 
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1. Introduction 

The rise of cloud computing has 

created a paradigm shift in the way 

computing is done [1]. It allows organizations 

to access a variety of resources and services, 

such as storage, without having to build a 

huge infrastructure. Most of the services 

offered by the cloud are used in data centers, 

which are usually equipped with large number 

of servers and storage units. The operational 

cost of the cloud is usually diverted to the 

energy expenses [2-3]. 

Various studies are conducted on the 

energy consumption of data centers. One of 

the most common techniques used to reduce 

the energy consumption is by implementing a 

strategy that involves reducing the number of 

network traffic and the start-up servers [4-8]. 

This can be done through the use of a 

combination of techniques such as power 

dissipation [10]. In order to identify the 

optimal cooling zones, a framework has been 

developed that uses a combination of 

temperature sensing and loosely coupled 

models [9]. 

The introduction of pricing models in 

real time electricity, which is focused on 

generating utility function, was recently 

proposed [11]. This mechanism deals with the 

differences between prices of electricity  for 

different regions and to regulate the load over 

the data centers to increase the profit. Server 

and virtual machine configuration has been 

studied [12]. 

Many algorithms are proposed to reduce 

the consumption of power in data centers [5]. 

The authors in [6] concentrated on QoS 

parameters to assign the VMs to the data 

centers to reduce the consumption of energy. 

In [7], the authors proposed the VM 

provisioning for data centers to analyse the 

consumption of energy in different data 

centers. In [8], the authors developed the 

power aware model to guarantee that the 

VMs are operated at low temperature. In [13], 

the authors proposed the Lyapunov 
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optimization for dynamic allocation of 

resources. This mechanism studies the time 

varying workloads and their impacts in the 

resource allocation.  

The paper begins with a summary of the 

main ideas and techniques involved in the 

development of energy aware model. Section 

2 explains about the related work regarding 

scheduling approaches in cloud. Section 3 

explains the mathematical model for task 

assignment in cloud. Section 4 proposed 

about the energy aware model for data 

centers. Section 5 explains about the Greedy 

algorithm for efficient server allocation. 

Section 6 deals with experimental evaluation 

of the proposed model and furthermore the 

conclusion is discussed in Section 7. 

2. Literature Survey 

Beloglazov et al. [15] made a study on 

energy efficient techniques for cloud 

computing. They studied static and dynamic 

power management. In static power 

management, the study concentrates on 

optimizing methods at the time of circuit 

design, logical and architectural levels. The 

dynamic power management contains the 

runtime adaptation strategies of the model to 

reduce the energy consumption. 

The DVFS technique has been proposed 

for the reduction of power consumption in 

the data centers. For example, in [16] garg et 

al. proposed energy efficient scheduling 

algorithms that influences DVFS to reduce the 

frequency of the CPU, minimizes the CO2 

emission and maximize the CPU utilization.  

In [17], Rizvandi et al. made an analysis on 

the energy consumption of the clusters and 

proposed the MVS-DVFS algorithm for 

reducing energy consumption in the 

processers. 

There are several studies which mainly 

focus on the greedy approaches [18-22] for 

solving the optimization problems. Li et al. 

proposed ant colony optimization algorithm 

for task scheduling and the results proved 

that it is efficient in total task completion time 

[23]. In [24], the fuzzy- based genetic 

algorithm is used for optimization of 

scheduling and the results are proved that the 

model is efficient. 

  Some of the mechanisms are 

concentrated on multi objective scheduling 

algorithms for reducing power consumption in 

data centers. In [25], shieh et al. proposed an 

energy aware algorithm for scheduling 

periodic tasks in processors by considering 

voltage overheads. They suggested the linear 

integer programming model for calculating 

the energy consumption in the multicore 

processors and also considered the core 

numbers. In [26], wang et al. proposed energy 

aware map reduce model for optimization. 

They considered three steps for multi job 

scheduling scheme. As a first step, it 

considered the performance of servers along 

with energy consumption, then it considered 

the data locality and as a final step it 

considered the integer programming model 

for task scheduling. 

 Although a significant study is carried 

out in the area of energy reduction in cloud 

computing, the efficient model for task 

assignment and scheduling is needed for task 

optimization. The selection of efficient server 

for task allocation is an effective for reducing 

energy consumption. The data centers with in 

the cloud contains server and each server is 

assigned with a specific functionality. 

Whenever tasks is assigned to the data center 

with the help of virtualization the server is 

divided into number of hosts, so there is no 

problem for assigning the task to the available 

server. Server energy will be consumed based 

on the number of resources demanded by the 

task at thetime of execution.In the following 

section, we consider a liner programming 

model of task scheduling and we propose an 

optimizing algorithm for reducing the energy 

consumption. 

3. Mathematical Model for Task 

Assignment 
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The objective of the research is to find a 

way to distribute tasks over the servers and to 

develop an energy-aware model for 

scheduling them. There will be a set of tasks 

that the user will submit to the cloud. The 

tasks have to be assigned to the appropriate 

server with the given capacity.The 

computational resources used by the server 

and the tasks are calculated by taking into 

account the processing time, bandwidth, and 

allocated CPU. However, it is not possible to 

determine the exact capacity of each task due 

to its dynamic nature.A simple way to 

determine the load of a task is by taking into 

account the server's capacity. For instance, 

divide the task T into multiple subtasks 

{t1,t2..tn}. Each subtask is assigned to the 

appropriate server.The total load of a task is 

25% of the server's available capacity. If the 

load of the task changes continuously, then 

the allocation of resources may not be 

optimal. 

The goal of this problem is to set a theory 

for the distribution of load between various 

disjoint sets. It states that the set should be 

divided into many blocks.The set theory 

problem is commonly used in computer 

science to distribute load between various 

blocks [14]. For instance, set T is divided into 

15 different ways. For instance, set T= {t1, t2, 

t3, t4}. 

. 

Table 1:Task T with different subsets 

 
 

Table 1 shows the possible load distribution of each partition. For instance, in the 14th 

partition, there are three blocks: t1, t2 and t3t4. Each block requires a single processing unit to 

complete the task. Since there are three units involved, If the load of the blocks is less than or equal 

to the processing unit's capacity, then the partition is feasible.The goal of the set partition is to 

simplify the process of determining the optimal size of each partition. The three steps in this process 

are: 1) representation of the partitions, 2) objective function, and 3) constraints. After collecting the 

necessary criteria, the next step is to find the most feasible solution. 

In this paper, we introduce the integer programming model to solve the set partition 

problem. The model can be used to develop a two-step procedure that involves the representation 

of the various partitions. 

Step 1:  set T is generated with feasible blocks. 

     (1) 

   (2) 

  Where n denotes the load items and K denotes the number of blocks. 

Step 2: Construction of optimal partition using the previous blocks which are generated. 

(3) 

                          (4) 
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                           (5) 

 

  
 

In equation 5, if λj =1, then jth block is included, λj =0 then the jth block is not included in the optimal 

partition. 

 

 (6) 

Mijrepresents the element in M of size Kn  and it is identified in Eq. 6. 

After completing the above process, the next step is to optimize the set by adding the optimal 

partition to it. This will allow the load item Lito appear only in one block of the set.  For simplification 

these constraints has been shown below. 

                            (7) 

Here M denotes the matrix, λ  represents the vector with decision variables of K. 

In order to understand the concept of set partitioning, we first consider a task T,in this case, 

the matrix M of size is taken as the size 43 then. 

 
 

Then, the Eq.7 is developed as 

  (8)

 

In Eq. 8, the first row is having two type 1 tasks, in the second row it is having one type 2 task, 

and in third row it is having  one type 3 task.  

4. Energy Aware Model for Data Centers 

The data center is a collection of servers δφ, where each server handles different types of tasks. 

Therefore, each server handles the tasks with different processing units and different energy 

consumption. Suppose, we consider that there is η type of tasks to be computed by the data center 

and each server in the data center is denoted as δj, where  j1 . The number of tasks of type i is 

λi, where  i1 . Mij denotes the number of tasks of type i allocated to the server δj.ρij denotes the 

power consumption of a server to compute the task of type i.ϑij denotes the time taken to compute 

the task ti at server δj. βijdenotes the capacity of the server δj can queue and process the number of 

tasks of type i. ωij denotes the number of waiting tasks of type i at the server δj. αωis the average 

task waiting time.  

The total energy consumption of the data center is given as total which is shown in equation 9. 
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                   (9) 

The total  is defined as the total energy consumed for processing the tasks at particular event of 

time. Here χijdenotes the power consumed by the task of type i at the server δj, Mij denotes the 

matrix obtained from the linear programming model. The 0 and 1 in the matrix represents the 

scheduling sequence of tasks which is explained in equation 8.  

 The goal of implementing a linear programming model is to reduce the total time it takes to 

complete a task, which is very important for reducing the data center's energy consumption. There 

are two main cases that are used in this process: 1) No tasks under execution and 2) Waiting at the 

queue.The first case is that the data center does not have any task under execution. The incoming 

tasks are then assigned to the appropriate server. In the second case, the incoming tasks are queued 

and wait for the execution of the task to complete. 

No tasks under execution: If the data center does not contain the tasks in the queue and there are no 

tasks under execution with in the server then the incoming tasks are immediately assigned to the 

available server. The optimization problem for case 1 is formulated as follows. 

 

 
           (10) 

The αω will simply bind to the αjMjω,  

   Here αj ranges from (α1j, α2j, … , αηj), 

Mj is the 






1i

ijM matrix, 

ω is the column vector  
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Tasks waiting at the Queue:The tasks which are under execution at the data center. The new 

incoming tasks are routed to the queue; the average task waiting time at the queue is given in 

equation 11.  

1

1

j

1 1

))(( 

 

 
 


i

ijij

i j

ijw MM (11) 

The optimization problem for the case 2 is formulated as follows. 
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5. Greedy Assignment Algorithm for Finding Efficient Server 

 The higher the computation capacity of the server, the more energy-efficient it is. This is 

done through the selection of the appropriate servers for the scheduling of tasks. The greedy 

assignment algorithm then takes into account the energy consumption of the system. The energy 

efficiency of the servers is considered when it comes to the scheduling of tasks. The tasks are then 

allocated to the most energy-efficient server. This process continues until all tasks are completed 

and the queue is full. The algorithm used for this computation is known as Algorithm 1. 
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6. Experimental Setup  

The simulation environment is designed by using Cloudsim 3.0.3. We are considered 25 PMs, 20 

VMs, 200 arrival tasks and the proposed greedy algorithm is simulated using Cloudsim. The 

homogeneous tasks with an exponentially distributed task arrival rate of 200 tasks are submitted to 

the data center. The experimental evaluation is based on measuring the total energy consumption, 

total number of tasks and average waiting time of the tasks at the queue. 
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Figure 1:  Average waiting time of the tasks at the varied queue length 

Figure 1 shows the average waiting time of the tasks under diverse scenarios of queuing capacity 

the number of servers assigned for task handling increases means the waiting time of the tasks at 

the queue is automatically decreases. Moreover, there is minimum waiting time for the task for 

server assignment. The queue length at the servers is taken as w = {30, 40, and 50}.The average 

waiting time of the task at different workloads i.e. the task arrival rate {50, 100, and 200} is tested 

with queue length of 50 is shown in figure 2. The number of tasks increases means the waiting time 

of the task at the queue also increases at the server.  
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Figure 2: Average Waiting Time of the tasks with different Task arrival rates (Queue Length is 50) 

The total energy consumption of the servers at different task arrival rates with queue length is 

50 shown in figure 3. 
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Figure 3: Total Energy Consumption of the Servers with Various Task rates 

The energy consumption of the servers is increased with increase in the number of tasks. The 

number of server increases means it directly impacts on the total energy consumption, so the 

minimum number of servers is utilized to decrease the overall energy consumption. 

The greedy algorithm for scheduling process is evaluated with other existing algorithms. The 

performance of the proposed algorithm with respect to waiting time of the tasks at queue with 50, 

100 and 200 tasks is given in figure 4. 
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Figure 4: Comparison of Existing algorithms with proposed Greedy Method 

In Figure 4, it is shown that the average 

waiting time of the proposed greedy 

algorithm is less when compared to other 

traditional algorithms like Bin Packing and 

Best fit algorithms.  

7. Conclusion 

This paper presents a linear programming 

model that aims to allocate the tasks to the 

available servers efficiently. It takes into 

account the energy consumption of the tasks 

and the average wait time of the queue. This 

paper proposes a greedy algorithm that takes 

into account the energy consumption of the 
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tasks. It is modelled using the cloud simulator 

cloudsim. The results of the study are 

analysed using different parameters. The 

proposed model proved to be very efficient. 
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