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Abstract: Plant diseases have traditionally affected plant growth and crop production in 

many regions of the world, reducing food supplies. Sugarcane farming is well-organized. Due 

to optimal growth conditions, it is farmers' first option. It is tied to the sugar industry and 

plays a major role in Brazil, India, China, economies and so on.  The most valuable 

commercial crop is sugarcane. Diseases impact agricultural productivity and quality. Some of 

these are found when farmers visually check leaves. Most infections remain undetected, 

losing farmers millions. Identifying the infection type significantly reduces its harm. To 

overcome this difficulty, we propose a hybrid machine learning technique for sugarcane leaf 

disease detection (HML-SL) in this research work. Then, we develop the pigeon inspired 

recurrent neural network (PI-RNN) to classify the disease type on sugarcane leaf in terms of 

healthy, red rot, mosaic, ring spot and grassy shootdiseases. Finally, the performance of 

proposed HML-SL technique shows the effectiveness over the existing techniques. The 

simulation results demonstrated that the proposed PI-RNN classifier outperformed 

existing classifiers in accuracy, area under curve, precision, F-measure and Recall.  Our 

research provides practical application for the sugarcane leaf disease detection as a 

precision agriculture system that predicts sickness by analyzing images of infected 

sugarcane leaf disease with Computer Vision, Image Processing, and Machine Learning 

algorithms. 
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1. Introduction  

Sugar plays an important role in India’s agriculture and economy [1]. Although there are 

different types of diseases, the 3 main diseases are rust spots, yellow spots and ring spots 

[2]. These diseases can be identified by sugarcane leaf spots. The disease can be detected 

with the naked eye, but using this method will give better evaluation results [3, 4]. In the 

reproductive process of reeds the important step is assessing the severity of plant diseases. 
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In a sugar mill this disease not only reduces yields but also increases yields [5]. The severity 

of the disease is depended by the sugarcane production. About 15% of cane spots on leaves 

are diseased and there is a significant loss in sugarcane production [6]. In order to control 

this disease and reduce the infection in the entire area of the cane, this disease should be 

detected and treated in advance [7]. The three main types of spot disease affecting tropical 

crop are rust spot, yellow spot and ring spot [8]. Symptoms of diseases caused by this 

fungus are obvious spots on the leaves. These sites can be automatically identified based on 

the characteristics of the spots [9]. However, there are limitations to accepting this 

guideline, which is often detrimental to the effort. Spontaneous diagnosis and observational 

assessment using the naked eye cannot accurately determine the subject and disease [10]. 

As the use of pesticides in the treatment of plant diseases increases the level of toxic 

pollutants in agricultural production, groundwater pollution occurs, which, if not treated 

properly, requires high production costs, reducing the risk of accurate analysis of incorrect 

analysis [11].   

Phytoplasmosis is associated with two major diseases of the sugar cane, (i) Bull blind 

disease (GST), and (ii)white leaf disease (WLD) [12]. These diseases are found only in Asia 

and not in other parts of the world. Thailand, Taiwan and Japan reports White leaf diabetes. 

Bangladesh, India, Malaysia, Nepal, Pakistan and Sri Lanka has reported Grass shoot disease 

[13]. The identity of the phytoplasma associated with sugarcane in Sri Lanka has not yet 

been confirmed by the white leaf and extensive plowing [14]. Plant disease digital imaging is 

used to determine the type of spot disease based on a taxonomic model [15]. Paddy disease 

was diagnosed based on a systematic analysis using a fracture description of HSV-colored 

varnish and "S" components [16]. The 95.25% accuracy classification method is used to 

detect fungal diseases in reed leaves based on the isolated area of the image [17]. Some 

spot diseases such as yellow spot, brown spot, ring spot and rust spot differ with threshold 

technique [18]. At the same time, the severity of the disease points can be calculated by 

comparing the entire leaf of the affected area [19]. 

Leaf spots are a symptom of diabetic and fungal diseases. This symptom can be 

visualized [20]. The severity of the disease can be assessed by measuring the affected area 

and leaf area [21]. However, the risk of infection is caused by a number of factors: 

transmission from pieces promotes the spread of pathogens [22]; Favors the development 

of monocultural infections over large areas; the diversity of this culture (average 4 to 10 

years) is not fully utilized at different potential levels [23]. Reeds can be infected by a variety 

of pathogens without symptoms, so the risk of infection is very high [24]. Yellow Leaf (YL) is 

a major viral disease caused by Sugarcane yellow leaf virus (SCYLV), which has recently 

become a threat to sugarcane cultivation worldwide [25].  From October through March, 

mature cane yellows most. As the season advances, the midrib and leaf blade yellow, 
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resulting in an overall yellowing of the leaves. Here, An Hybrid machine learning for 

sugarcane leaf disease detection (HML-SL) enhances disease prediction accuracy. 

 

1.1 Contributions: 

The main objective of the HML-SL approach that has been presented is to provide timely 

warning messages to farmers, which helps to prevent unanticipated financial losses. 

 First, the proposed HML-SL disease detection technique is to introduce the 

JAYA clustering algorithm for efficient segmentation process which segments 

the disease portion from the input leaf image.  

 Second, to illustrate the efficient feature selection process based on 

improved coyote optimization (ICO) algorithm.  

 We develop the pigeon inspired recurrent neural network (PI-RNN) to classify 

the disease type on sugarcane leaf in terms of healthy, red rot, mosaic, ring 

spot and grassy shoot diseases. 

 

1.2 Organization of paper 

The article’s remaining portions are: Sect.2 discusses recent literature works Sect.3 

illustrates problem methodology and system model of proposed disease detection 

technique .Sect. 4 provides the detailed working function of proposed disease detection 

technique. The comparative analysis of proposed and existing disease detection and 

classifiers are discussed in Sect. 5. Sect.6 summarizes the research work. 

 

2. Related works 

Shruthi et al. [26] (2019) compared machine learning classification algorithms for plant 

disease detection. Their study found that CNN obtained high accuracy and identified more 

crop diseases. Annabel et al. [27] (2019) examined various plant diseases and machine 

learning classification algorithms for spotting them in plant leaves.  Militante et al. [28] 

(2019) combined CNN architectures of deep learning models to identify sugarcane diseases 

with high accuracy. The models were trained using 14,725 images of normal and infected 

sugarcane leaves, obtained 95.4% accuracy. 

Militante et al. [29] (2019) an approach to determine several plant diseases. The 

system detects apple, maize, grapes, potato, sugarcane, and tomato. The trained model 

obtained 96.5% accuracy, while the system showed 100% accuracy in identifying plant 

variety and disease type. Amarasingam et al. [30] examined the use of UAVs in the 

sugarcane sector to enhance pest and disease control, production estimation, phenotypic 

measurement, soil moisture monitoring, and nutritional status evaluation. 

Kumpala et al. [31] (2022) simulated image identification using deep learning system 

based on the CNN algorithm YOLO. The first and second groups' average processing 

https://scholar.google.com/citations?user=u8yR6a8AAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=fET2JkAAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=WVa3U6kAAAAJ&hl=en&oi=sra
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accuracy was 95.90% and 91.30%, with highest accuracy of 98.45% and 97.26%, 

respectively. The average estimated time duration was 1.46 sec and 1.53 sec, respectively. 

Balan et al. [32] (2022) investigated viral transmission from sugarcane parents to children. 

Eight- and three-month-old progenies from 18 hybrids and their parents were examined 

using PCR. All tested parents were virus-positive. 50 to 100% of progenies were SCBV-

positive in PCR tests. 

Using molecular approaches, Haregu et al. [33] (2022) identified and characterised 

SCBV isolates in Ethiopia. 76 out of 292 PCR-tested leaf samples (26%) were SCBV-positive. 

Three Ethiopian isolates (SCBV-EtS3, SCBV-EtS6 and SCBV-EtC10) revealed 99.5–100% 

nucleotide similarity among themselves and with Chinese isolated (accession numbers 

MH037614 and MH037915). SCBV-EtC2 shared 78% similarity with the other three Ethiopian 

isolated and 99.8% with Chinese isolated (KM214357 and KM214307). Zhao et al. [34] 

(2022) analyzed 107 sugarcane varieties developed between 1952 and 2020 and discussed 

replacement and exchange. 

3. Problem methodology 

Due to climate change and unexpected weather conditionsfoliage diseases are more 

prevalent in the sugarcane crop. Some of the leaf diseases are list as follows: Yellow leaf 

disease (Fig. 1a): The phloem of the plant is affected by a virus which causes a disease called 

yellow leaf disease transmitted from aphids, Melanaphis sacchari and Rhopalosiphum 

maidis. Smut (Fig. 1b): It is transmitted by fungal mycelium which causes a mass of black 

powdery spores that is grown in top of the plant.Rust (Fig. 1c): Uredinia transmits  a rust in 

the sugarcane leaf which causes a leaf to changes its original color ,sometimes it leads to 

premature death of the leaf.Red rot disease (Fig. 1d): The fungus Glomerella tucumanensis 

causes a red rot disease. It forms a short line in between the leaves which is reddish in color. 

Ratoon stunting (Fig. 1e): A small bacterium called Leifsoniaxyli subsp. Xyli causes a disease 

called ratoon stunting which retards the growth in plant. Wilt (Fig. 1f): Hyaline produces 

wilt, which causes cane shrinkage and smell. Sett rot (Fig. 1g): Ceratocytis paradoxa 

transmits a disease called sett rot which causes the leaf to turn red and shoots die after 

attaining certain stage. Grassy shoot disease (Fig. 1h): It is caused by mycoplasma which 

causes retarded growth and later the leaf turns white in color 

. 

 
(a) (b) (c) (d) 
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(e) (f) (g) (h) 

Fig. 1 Sugarcane leaf disease images (captured using 12 Mega pixel Digital Camera)  (a) 

yellow leaf (b) smut (c) rust (d) red rot (e) ratoon stunting (f) wilt (g) sett rot and (h) grassy 

shoot 

 

3.1 Research Gap 

Srivastava et al. [35] have proposed a novel deep learning approach for evaluating a 

sugarcane plant's leaves, stem, colour, etc. to identify disease. The author utilized Inception 

v3, VGG-16, and VGG-19. These are different types of built-in sub-models.Orange software 

calculates the range of accuracy, precision, character, curve and sensitivity and selects the 

most accurate screen. 90.2% AUC is available with VGG-16 as a feature exhaust and SVM 

classifier [36][37]. Fungi, bacteria, pathogens, and viruses affect crop production and 

farmers' income [38]. Recently, image processing based techniques have been proposed to 

predict the diseases on various plants like groundnut, tomato, potato and etc [39][40]. For 

further improvement in sugarcane leaf disease detection, we propose a hybrid machine 

learning technique i.e. (HML-SL) which comprisesfollowing techniques are JAYA clustering 

algorithm, improved coyote optimization (ICO) algorithm and pigeon inspired recurrent 

neural network (PI-RNN) classifier.  

The main contributions of proposed HML-SL technique are summarized as follows: 

 JAYA clustering algorithm for efficient segmentation process which segments the disease 

portion from the input leaf image.  

 An efficient feature selection process based on improved coyote optimization (ICO) 

algorithm.  

 Pigeon inspired recurrent neural network (PI-RNN) to classify the disease type on 

sugarcane leaf in terms of healthy, red rot, mosaic, ring spot and grassy shoot diseases.  

 Finally, the performance of proposed HML-SL technique shows the effectiveness over 

the existing techniques in terms of accuracy, area under curve, precision, F-measure and 

Recall.  

 

3.2 System architecture of proposed HML-SL technique 

Fig. 2 shows the image-based disease classification model for a sugarcane leaf image. First, 

the desired preprocessing approach distorts or enhances some features. Using JAYA 

algorithm, the segmentation component separates diseased from normal leaf. Then, feature 
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extraction is utilized to evaluate the shape, corner, and edge. ICO system selects the most 

comparable features. The leaf is then classified using PI-RNN as red root, mosaic, ring spot, 

and grassy shoot disease

. 

 
Fig.2 System architecture of proposed technique  

 

4. Proposed system 

4.1.1 Materials Required 

4.1.1.1 Orange software 

For creating feature extractor and classifier, we have used Orange software for this purpose. 

How were these photos obtained? How did you get the images of the leaves and diseases? 

The type of camera, definition, lighting with which it was obtained the pictures and other 

technical details are not mentioned. 

Orange is an open-source data mining toolkit used for visualization of data, machine 

learning and data analysis. We visualize the sugarcane leaf images and diseases using 
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Orange toolkit [41].  The components or tools in Orange with the help of which data are 

visualized and the classifiers are applied are known as widgets. Programming in Orange is 

done visually in the workflow window. Pre-defined widgets are used by linking them 

together in the workflow. This workflow is considered as a canvas interface. Firstly, we have 

loaded the dataset in the Import Image widget of Orange and then selected different 

feature extractors from Image Embedding widget. Then, classifiers are connected with the 

test and score widget in order to compute the accuracy. 

4.1.1.2 Technical details  

Table 1: Technical details 

Toolkit 

 

Orange Software 

Camera 12 Mega pixel Digital Camera 

 

Light system Light System with 18 W cool light 

bulbs and light filters, 

White paper sheet  

System PC 

 

Programming MATLAB 7.4 Version 

  

4. Hybrid machine learning technique for sugarcane leaf disease detection (HML-SL) 

4.1 Segmentation using Jaya clustering algorithm 

Segmentation is the process of separating the data from a group. In leaf disease, 

segmentation technique will separates the diseased part from the healthy leaf with the best 

accuracy ratio. Segmentation is an important step in image processing techniques for 

identifying the affected area. Clustering is said to be grouping of leaves that is diagnosed 

with disease. By using this clustering methodology we could able to predict the disease at 

initial stage. By identifying disease earlier we can segment both healthy and disease affected 

leaves. Jaya Algorithm (JA) is effectively used a simple and powerful global optimization 

algorithm for controllable and uncontrollable orientation problems. For a particular problem 

the solution will be acquired and omit the awful option based on the view. This algorithm 

needs only the countable amount of control parameters, such as least generation, size of 

population and factors of design. Jaya Algorithm is the best and most adaptive optimization 

approach and always strives to succeed by making the best decision. It doesn’t contain any 
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particular parameters for control. The standard control parameters are required for 

changing and the solution can modernize in one stage only. In engineering application it is 

used easily. The good and bad solutions are used to update the solution of the candidates in 

JA. The importance is the Jaya algorithm does not require specific algorithm settings that 

require individual installation settings before any actual system testing is performed, as this 

may result in unavoidable errors by other algorithms without special requirements and 

testing systems with other methods is not only simple, but in many cases time consuming 

and the whole process is not required in JA. The leaves are separated by the segmentation 

process. Using the clustering the leaves are classified according to the color change of the 

leaves. Then, the classified leaves were indicated as good or bad solution by the Jaya 

algorithm. Assume the number of design variables i.e. u=1, 2… n and start the JA with the 

initialization of the size population m (i.e. q=1, 2... n). Based on the objective function value, 

the good and bad solution of candidates is recognized from the population. In the following 

equation (2), substitute the candidate solution.   

|)|(|)|( ,,,,,,2,,,,,,1,,

'

,, jqujbadujujqujgoodujujqujqu vvsvvsvv    (1) 

Here, the value of jquv ,,  indicate the thu variable for the thq candidate, the value of 

the thu variable jgooduv ,, indicates the good candidate solution and jbaduv ,, refers the value of 

the thu variable of bad candidate solution. If the value of the best object gives the value of 

the best candidate, get it; keep removing the old candidate. At the end of the iteration, the 

received candidate opens the decisions for the next iteration. Once the termination criteria 

are satisfied the procedure will be stopped. In iteration the good and bad solutions are 

simplified.  

)1(41 nnn ddd        (3) 

|)|(|)|( ,,,,,,,,,,,,,,

'

,, jqujbadujunjqujgoodujunjqujqu vvdvvdvv   (4) 

In the iteration the nd be a chaotic random number and in the equation (16) 

substitute the solution. Let the upper and lower bound of the variable u is denoted as uub  

and ulb  respectively. The equation (5), (6) and (7) shows the value of the candidate solution 

variable jquv ,, .  

),(,, abRANDv p

jqu       (5) 

2

)( uu ublb
b


      (6) 

iquuu vublba ,,      (7) 

In JA, for the good solution of candidate the equation of movement is considered. 

The motion equation is calculated as one of the first three decisions based on the 

importance of the exercise and not the best candidate. 
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|)|(||( ,,,,,,2,,),(,,,1,,

'

,, jqujbadujujqujsagoodujujqujqu vvsvvsvv   (8) 

Let nd be a chaotic random number generated by Equation (2) and RAND be a 

random number between [0, 1]. The solution of a new candidate is created using the 

following equation (9):  

)12(,,

'

,,  njgoodujqu dRANDvv      (9) 

In this, substitutes a random number between a chaotic random number [0, 1]. 

)12(,,

'

,,  RANDRANDuv jgoodvjqu      (10) 

The algorithm 1 shows the working function of the Jaya based clustering algorithm. 

 

Algorithm 1Segmentation using Jaya clustering algorithm 

Input        : jquv ,, , jgooduv ,, , uub  and ulb  

Output     : '

,, jquv  

1 Assume the value for the size population and the designs 

2 Using the objective function value, the good and bad solutions are 

calculated 

3 Calculate the candidate solution of the lower and upper bound 

4 Compute the new candidate solution 

5 Update the random number in the equation 

)12(,,

'

,,  RANDRANDuv jgoodvjqu  

6 End  

 

4.2 Feature extraction using improved coyote optimization (ICO) 

Feature extraction is a size reduction process, so the initial data source is controlled for 

processing groups. One of the characteristics of this big data set is that it has many 

variables, the processing of which requires large computing resources. Feature extraction is 

a method of combining variables with characteristics that select and/or effectively reduce 

the amount of data needed to process real data sets when they are accurately and precisely 

described.Feature selection is one of the most important issues in the field of machine 

learning and communication. In general, feature selection aims to reduce data size and 

create more robust taxonomic models. The method of selecting features affects the results 

of classification and clustering. A feature is that subgroup classification and clustering 

should be strongly supported. Filtering and packing methods are two methods of selecting 

characters called large data packets. In filter mode, properties were selected based on 

sample separation that differed from the learning process. Only the relationship between 

the separation properties is taken into account, so the selected properties may not be 

optimal. Packaging methods often look for key features that are used based on the learning 
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method and often give better results than the filtration method Image processing feature is 

used in many applications. Color, texture, shape and edges are diagnostic features of plant 

diseases. How color is distributed in a picture, it makes the picture solid and solid. It can also 

be used to identify areas of diseased plants. Here we are mainly concentrating on color of 

the leaf captured using 12 Mega pixel Digital Camera & Light System with 18 W cool light 

bulbs and light filters. 

Sugarcane diseased leaves are taken for this study. Images are taken in controlled 

environment and are stored in the JPEG format. Infected leaf is placed flat on a white 

background; Light sources are placed at 45 degree on each side of the leaf so as to eliminate 

any reflection and to get even light everywhere, thus a better view and brightness. The leaf 

is zoomed on so as to ensure that the picture taken contains only the leaf and white 

background. 

The color change in the leaf will be showing the diseased part. Optimal feature 

selection is used to detect the change in color of the leaf, if the disease is present. Here the 

disease is caused by virus which tends to change the color in the sugarcane; also it will stop 

the growth of the plant. Considering this, an improved coyote optimization (ICO) technique 

is used for feature selection. The main advantage of other ICO is that the developed method 

allows changing the ecological and social structure of the coyote and compares it with other 

methods provided by other literary technologies.ICO also focuses on the exchange of 

practices and experiences between coyotes and their social construction. ICO optimization 

process can be explained by the following steps:By considering the upper and lower 

bounders, the population of coyotes is started randomly as follows:  

  ),()(*),(),(, xykakavaxyRandxyC iii

Tq

h    (10) 

The upper and lower bound are represented by iva and jka respectively. The coyotes 

in the pack are the created solution which can be defined as: 























xyyy

x

x

Tq

ih

CCC

CCC

CCC

xyC

,2,1,

,22,21,2

,12,11,1

,

, ),(









    (11) 

The main function is represented by adaption of coyotes which is defined as: 

)),(()1,( ,

,

, xyCgyB Tq

ih

Tq

h      (12) 

According to their objective function, arrange the coyotes in order to determine the 

alpha. 
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     (13) 

The reprsentation of alpha of the pack is the best-adapted coyote to social condition 

)(),1( ,

,

Tq

ihRgxalpha        (14) 

Coyotes information is determined by the tendency of the pack: 
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where TqL , :Ranked social condition,  T:an instant of time.The coyotes can be updated 

according to alpha and the tendency: 

2211

,

,

, **_  zzCCNEW Tq

ih

Tq

h     (16) 

Tq

z

Tq Calpha ,,

1 1
       (17) 

Tq

z

Tq Ct ,,

2 2
       (18) 

The pack in the coyotes is generated randomly in the pack. Estimate the new 

objective function after the update. 

)_(_ ,, Tq

h

Tq

h CNEWGOaNEW      (19) 

The following shows the best objective function  


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   (20) 

Equation (21) shows the coyote’s new birth  
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  (21)

 

The working function of proposed feature selection using ICO algorithm is given in 

Algorithm 2. 

 

Algorithm 2 Optimal feature selection using ICO algorithm  

Input: ),(, xyC Tq

h , ),(,

, xyC Tq

ih  

Output      : 1, Tq

iPup  
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 1 Compute the population of coyotes 

 2 Create the coyote solution 

 3 Adaption of coyotes is represented by  

)),(()1,( ,

,

, xyCgyB Tq

ih

Tq

h   

 4 Update the coyotes 

2211

,

,

, **_  zzCCNEW Tq

ih

Tq

h   

 5 If A=1,the pup dies only in the coyote pack 

 6 If the pup survive, the oldest coyote in the pack will die, else pup dies 

 7 End if  

 8 End else  

 9 Update the age of the coyote 

 

4.3 Leaf disease classification using pigeon inspired recurrent neural network (PI-RNN) 

Sugar is a perennial plant in the Phocaea family that grows on its stalk (reed) and is mainly 

used to produce sucrose. The cane has a thick and residual stalk that is clearly divided into 

nodes and internodes.The stem helps the growth of the plant which is arranged in either 

sides of the stem. The leaves are tubular, net-like and thick at the edges and stem. The 

disease detection is needed to enhance the growth of sugarcane crop, which gives 

continues monitoring the health condition. In this paper, we utilized the pigeon inspired 

recurrent neural network (PI-RNN) for leaf disease classification. Recurrent neural network 

(RNN) switching modes and has internal memory to automate intermediate scenes. The past 

information is stored by feedback network. Fig. 2 shows the simple structure of RNN. The 

input sequence converts the data into RNN vectors and allows the current monitor to 

generate output in the context of the network's internal (hidden) state. 

 
Fig.3 Structure of RNN 
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RNN which generates more data is prevented by disappearance of gradient in  

database. LSTM In addition to the cell state, LSTM consists of three gates (i.e., a forget gate, 

an input gate and an output gate). The information entered in the current time range is 

related to the hidden status of the previous timeline and it sends it to the input gate via the 

activation function: 

)( 1 E

E

s

E

ss auTZYE                                            (22) 

where SE  is not recall gate. SY is the input at time step s and 1ST represent hidden 

state at the preceding time step t−1. EZ is the weight of the input layer and Eu is recurrent 

heaviness of the hidden state. The Ea  is the bias of the input layer. The input gate decides 

which in sequence will be store in the cell state. There are two tasks in the  input gate: The 

efficient value is described by first task, in the first task, while in the second task, 

tanh layered network is controlled by creating a value vector for all new programs. The 

equations for the two tasks are as follow 

)( 1 j

j

s

j

ss auTZYj                                                  (23) 

h

h

s

h

sS auTZYH  1tanh(
~

  (24) 

ssSss HjEHH
~

1                                         (25) 

The output gate determines the hidden levels at which the sigmoid activation 

function is predicted. Sends to the newly modified cell level function and multiplies as 

follows to create a create output, as follows 

)( 1 K

K

s

K

ss auTZYK                                          (26) 

)tanh( sss HKT                                                        (27) 

{W,U} represents the weight of the matrixes. The input layer, hidden layer and 

output layer which is connected with weights is represented by  KHj ZZZZ ,,  

respectively, while  KHj uuuu ,, indicates the weight of the previous latent state (i.e., 

repeat weight) in the input layer, the lattice layer, and the output layer. The anthology of 

bias vectors can be agreed as a matrix  KHj aaaA ,, , with the indices analogous to the 

matching layers as describe formerly. The contributions of the two candidates are 

combined, using the sigmoid function to determine the values of one from zero and one. 

)( 1 w

w

s

W

sS aucZYW       (28) 

where SW is represent the update gate, the SY the input vector at time step s while 

1Sc is the preceding output from preceding units .The WZ  is the weight of the input layer, 

and Wu is the repeated weight. The wa is the bias of the input layer. The new input unit and 

concealed state are multiplied by their matching weights  RR UZ , and the result is 

summarized during the sigmoid process. The output of the reset gate is as follows, 
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)( 1 R

R

s

R

sS auTZYr                                                (29) 

The new reminder phone uses the reset reset gateway to store the previous state 

order.Once the input gate is multiplied by its weight, the element increment comes out of 

the remaining gate ( ). This will allow the network to queue up only the relevant past. The 

current memory interaction is considered as follows 

))(tanh(
~

1 ssSS cruZYH                                               (30) 

cSSsSs aHWcWc   )
~

()1(1    (31) 

The update portal determines the current content of the memory and what 

information should be collected from the previous steps. The new hidden state of the 

output of the current memory must be stored in the final memory and the sigmoid )(  

activation function must be passed. In RNN, the random collection of a number of hidden 

neurons capacity cause either over-fitting or under-fitting problems.In this process, two 

operators are used to help the pigeons find the best locations and solve the problem. For 

the optimization difficulty, each pigeon has a situation, which is definite as follows: 

 jdjjj yyyY ,...., 21                                                    (32) 

The dimension is described by d, and the pigeon population is described by 1, 2,… N. 

The  velocity of each pigeon is described as follows: 

 jnjjj VVVv ,...., 21                                                      (33) 

First, estimate the location and speed of the dust in the search area. Then, as the 

number of repetitions increases, the jv can be updated with the following repetitions 

))1(()1()(   sYYrandesvsv jGbest

rs

jj                               (34) 

where S is the number of current iterations, MAXSS 1....2,1 , MAXS1  is the and the 

maximum number of iterations. The weight coefficient used to control the recurrence rate is 

graph, the compass operator r is a numeric value distributed randomly from 0 to 1, GbestY is 

the global optimal solution. Then the next jY  is calculated as follows 

)()1()( svsysy jjj    (35) 

 

Algorithm 3 PI-RNN Process 

Input      : SS HE ,  

Output   : ,SK )(sY j  

1. compute the vector of recurrent neural network hidden layer 

2. Create the recurrent neural network algorithm 

3. If= MAXS value are frequency system. 

4. Calculate the Z and U value with sigmoid function. 
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5. Hadamard ( ) should be practical in the rest gate )( sr and proceeding 

out 1Sc  

6. End for 

7. Get non-dominated pigeon individuals for qnj ,....1  

8. Initialize the best position of each pigeon  )1(YYgbest   

9. Adaption of PI-RNN is represented by 

 jdjjj yyyY ,...., 21  

10. Update velocity (v) and position 

)(sY : ))1(()1()(   sYYrandesvsv jGbest

rs

jj  

11 Evaluate each of the pigeons in population and update the best position of 

each pigeon 

12. Update the secondary repository 

13. End  

 

The first evolutionary process used by the map and compass operator will be 

stopped until the frequency increases. The remaining pigeons will use the landmark 

operator as a navigation guide which is defined as CENTERY .Hence, the position at the 

iteration thN  can be updated by 

))1()1(()1()(  sYsYrandsYsY jCENTERjj                                 (36) 














n

j

jq

n

j

jj

CENTER

sYfitnessn

sYfitnesssY

sY

1

1

))((

))(()(

)(    (37) 

)
2

)1(
()(




sn
ceilsn

q

q
  (38) 

The number of the iteration S is represented by MAXSS 2....2,1 , MAXS2  is the greatest 

number of which the signpost operator works. The optimization of fitness is obtained by: 

)),(())(( sYEsYfitness jMAXj  For maximum problems                           (39) 

,
))((

1
))((




sYE
sYfitness

jMIN

j
For maximum problems                       (40) 

The pigeons are positioned close to the focus before the repetitions arrive MAXS2 .The 

algorithm 3 describes the working function of the PI-RNN classifier. 
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Hyperparameter Tuning 

Choosing optimal hyperparameters for a learning algorithm is hyperparameter 

tuning. The value of a hyperparameter is defined before learning starts. Tuning 

hyperparameters is essential in machine learning (ML). It controls a machine learning 

model's behavior. This study evaluates hyperparameter-tuned ML models. Hyperparameter 

tuning selects optimal learning algorithm hyperparameters. A hyperparameter is a pre-

learning model argument. Hyperparameter tuning is essential to ML algorithms. Linear 

regression without hyperparameters is vanilla. Regularization is a hyperparameter for ridge 

and lasso. Decision tree hyperparameters are max depth and min leaf observations.  

Optimal hyperparameters regulate over- and under-fitting of the model. Optimal 

hyperparameters varied across datasets. Steps are taken to obtain the optimal 

hyperparameters:  

1. Each hyperparameter setting is evaluated. 

2. Best-fitting hyperparameters are selected. 

Hyperparameter tuning could improve ML model accuracy. 

 

5. Results and discussion 

5.1 Dataset Formation 

Image acquisition and data collection play a vital role in proper functioning of any deep 

learning framework. In our case, the dataset was formed by collecting images of diseased 

and non-diseased sugarcane from Mawana Sugar Mill Pvt. Ltd, Haryana. It was then divided 

into two sets—training set and test set. A total of 1000 images were present in training set 

and 800 images in test set (Table 2)      

Table 2: Number of images present in the dataset used for 

sugarcane leaf disease detection 

Dataset Category No. of images 

Training set Diseased 500 

 Non-diseased 500 

Total  1000 

Test set Diseased 400 

 Non-diseased 400 

Total  800 

Entire dataset  1800 

 



NeuroQuantology | DEC 2022 | Volume 20 | Issue 19 | Page 1605-1629 | doi: 10.48047/nq.2022.20.19.NQ99145 

Mr.V.Selvakumar / HML-SL: A hybrid machine learning technique for sugarcane leaf disease detection 

 

                                                                                 1621 

In this section, we evaluate the performance of proposed HML-SL technique and 

existing techniques. Data augmentation generates additional data points from existing data 

to artificially enhance data size. Small data changes or deep learning algorithms may 

generate new data points. Data augmentation is a technique to artificially create new 

training data from existing training data. Fig. 4 displays diseased sugarcane test leaves. The 

proposed PI-RNN classifier is compared to support vector machine (SVM), neural network 

(NN), k nearest neighbor (KNN), stochastic gradient descent (SGD), AdaBoost, logistic 

regression (LR) and naive Bayes (NB) classifiers.  

5.2 Orange Scoring Method 

Scoring of a deep learning model is a necessary thing to do as it is very important to know 

how well a model is functioning. The Orange Data Mining Library provides following scoring 

methods on the basis of which a classifier works. The test and score widget is used for this 

purpose. It scores the classifiers on the basis of these classifiers by using                       scoring 

methods like AUC, accuracy, F-measure, precision and recall.The performance of proposed 

classifier is evaluated through different metrics are area under curve, accuracy, precision, f-

measure and recall. The performance is high when its value is closer to 1 which is used to 

compute the area under curve. For effective calculation, accuracy is used in deep learning 

framework to classify healthy and unhealthy leaf. For balanced measure F measure is used. 

The best value is 1 and worst value is 0. 

RP

RP
Fmeasure




*
    (41) 

The sum of PT and PF is denoted by number of true and false positives which is 

divided by PT  used for calculating precision. 

P

PP

T

FT
P


      (42) 

The sum of PT and NF is denoted by number of true and false negatives which is 

divided by PT   used for calculating recall. 

P

NP

T

FT
R


      (43) 

                   
 (a) (b) (c) (d) 
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Fig. 3Mosaic disease detection from sugarcane leaf (a) input image (b) pre processed 

image(c) segmented image and (d) mosaic prediction image respectively 

                                      
 (a) (b) (c) (d) 

Fig. 4 Red root disease detection from sugarcane leaf (a) input image (b) pre processed 

image (c) segmented image and (d) Red root prediction image respectively 

                                       
 (a) (b) (c) (d) 

Fig. 5 Ring spot disease detection from sugarcane leaf (a) input image (b) pre processed 

image (c) segmented image and (d) ring spot prediction image respectively 

                              
 (a) (b) (c) (d) 

Fig. 6 Grassy shoot disease detection from sugarcane leaf (a) input image (b) pre processed 

image (c) segmented image and (d) grassy shoot prediction image respectively 

                            
 (a) (b) (c) (d) 

Fig. 7 Healthy disease detection from sugarcane leaf (a) input image (b) pre processed image 

(c) segmented image and (d) healthy image respectively 
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5.3 Comparative analysis of proposed and existing classifiers  

Table 3 compares PI-RNN with existing classifiers. The PI-RNN classifier has a higher AUC 

than VCG16 LR, VCG19 LR, and inception V3 LR. The PI-RNN classifier has a better AUC than 

VCG16 SVM, VCG19 SVM, and inception V3 SVM. The PI-RNN classifier has a higher AUC 

than VCG16 SGD, VCG19 SGD, and inception V3 SGD. The PI-RNN classifier has a higher AUC 

than VCG16 NN, VCG19 NN, and inception V3 NN. The PI-RNN classifier has a higher AUC 

than VCG16 KNN, VCG19 KNN, and inception V3 KNN. The PI-RNN classifier has a higher AUC 

than VCG16 NB, VCG19 NB, and inception V3 NB. The PI-RNN classifier has a higher AUC 

than VCG16 Adaboost, VCG19 Adaboost, and inception V3 Adaboost. 

 

Table 3 Comparative analysis of proposed and existing classifiers 

Classifiers Performance metrics (%) 

Area under 

curve 

Accuracy F- 

measure 

Precision Recall 

Inception v3 LR 91.7 83.8 83.7 83.8 83.8 

Inception v3 SVM 89.7 81.9 81.8 82.7 81.9 

Inception v3 SGD 81.9 81.9 81.9 81.9 81.9 

Inception v3 NN 90.3 80.0 80.0 80.0 80.0 

Inception v3 KNN 92.3 79.4 79.3 79.6 79.4 

Inception v3 NB 80.2 75.6 75.6 75.8 75.6 

Inception v3 Adaboost 76.2 72.5 72.5 72.6 72.5 

VGG 19 LR 92.3 85.0 85.0 85.1 85.0 

VGG 19 SVM 90.2 83.8 83.7 84.5 83.8 

VGG 19 SGD 86.3 86.3 86.2 86.5 86.3 

VGG 19 NN 90.9 84.4 84.4 84.4 84.4 

VGG 19 KNN 90.8 83.1 83.0 83.8 83.1 

VGG 19 NB 80.5 80.0 80.0 80.0 80.0 

VGG 19 Adaboost 90.8 83.8 83.7 83.9 83.8 

VGG 16 LR 88.9 83.1 83.1 83.1 83.1 

VGG 16 SVM 90.2 84.4 84.3 85.0 84.4 

VGG 16 SGD 80.6 80.6 80.6 80.7 80.6 

VGG 16 NN 90.9 83.8 83.7 83.9 83.8 

VGG 16 KNN 90.5 83.8 83.7 83.8 83.8 

VGG 16 NB 81.6 80.6 80.6 80.7 80.6 

VGG 16 Adaboost 89.8 82.5 82.5 82.7 82.5 

PI-RNN 93.21 91.97 87.96 90.14 89.57 
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PI-RNN classifier accuracy is 9%, 7%, and 8% greater than VCG16 LR, VCG19 LR, and 

inception V3 LR. PI-RNN classifier accuracy is 8%, 8%, and 10% greater than VCG16 SVM, 

VCG19 SVM, and inception V3 SVM. PI-RNN classifier accuracy is 12%, 6%, and 10% greater 

than VCG16 SGD, VCG19 SGD, and inception V3 SGD. The proposed PI-RNN classifier is 8.8%, 

8%, and 13% higher than VCG16, VCG19, and inception V3 NN. PI-RNN classifier accuracy is 

8%, 9%, and 13% greater than VCG16 KNN, VCG19 KNN, and inception V3 KNN. The 

proposed PI-RNN classifier yields 12%, 13%, and 17% higher  than VCG16 NB, VCG19 NB, and 

inception V3 NB. The proposed PI-RNN classifier achieves 10%, 8.8%, and 21% higher than 

VCG16, VCG19, and inception V3 Adaboost. F measure PI-RNN is 5%, 2%, and 4% higher 

than VCG16 LR, VCG19 LR, and inception V3 LR. The proposed PI-RNN classifier has a higher 

F measure than VCG16 SVM, VCG19 SVM, and inception V3 SVM. The proposed PI-RNN 

classifier has a higher F measure than VCG16 SGD, VCG19 SGD, and inception V3 SGD. The 

proposed PI-RNN classifier has a higher F measure than VCG16 NN, VCG19 NN, and 

inception V3 NN. The proposed PI-RNN classifier has a higher F measure than VCG16 KNN, 

VCG19 KNN, and inception V3 KNN. The proposed PI-RNN classifier has a higher F measure 

than VCG16 NB, VCG19 NB, and inception V3 NB. The proposed PI-RNN classifier has a 

higher F measure than VCG16 Adaboost, VCG19 Adaboost, and inception V3 Adaboost. 

PI-RNN classifier has more precision than VCG16 LR, VCG19 LR, and inception V3 LR. 

PI-RNN classifier is 5%, 6%, and 8% more precise than VCG16 SVM, VCG19 SVM, and 

inception V3 SVM. PI-RNN classifier precision is 10%, 6%, and 9% greater than VCG16 SGD, 

VCG19 SGD, and inception V3 SGD. The proposed PI-RNN classifier is 6%, 6%, and 11% more 

precise than VCG16, VCG19, and inception V3 NN. The developed PI-RNN classifier has 

greater precision than VCG16 KNN, VCG19 KNN, and inception V3 KNN. PI-RNN classifier 

precision is 10%, 11%, and 15% greater than VCG16 NB, VCG19 NB, and inception V3 NB. 

The proposed PI-RNN classifier has higher precision than VCG16 Adaboost, VCG19 Adaboost, 

and inception V3 Adaboost. PI-RNN classifier has a better recall than VCG16 LR, VCG19 LR, 

and inception V3 LR. The proposed PI-RNN classifier has a greater recall than VCG16 SVM, 

VCG19 SVM, and inception V3 SVM. The proposed PI-RNN classifier has greater recall than 

VCG16 SGD, VCG19 SGD, and inception V3 SGD. The proposed PI-RNN classifier has greater 

recall than VCG16 NN, VCG19 NN, and inception V3 NN. The developed PI-RNN classifier has 

greater recall than VCG16 KNN, VCG19 KNN, and inception V3 KNN. Our proposed PI-RNN 

classifier has higher recall than VCG16 NB, VCG19 NB, and inception V3 NB. The proposed 

PI-RNN classifier has greater recall than VCG16 Adaboost, VCG19 Adaboost, and inception 

V3 Adaboost. 

 

6. Conclusion  

A hybrid machine learning algorithm for detecting sugarcane leaf disease (HML- SL) has 

been developed. One way is to segment out the diseased leaf tissue using the JAYA 
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algorithm. The second approach is to use enhanced coyote optimization to extract the most 

efficient features from the most optimal feature selection. Final classification of sugarcane 

leaf diseases is based on the presence of red rot, mosaic virus, ring spot, and grassy shoot 

using a neural network inspired by pigeons. Simulation accuracy of the proposed PI-RNN 

classifier is 9.7%, 8.5%, and 13% greater than existing approaches such as VGG16, VGG19, 

and Inception IV using classifiers, according to our results. Our proposed PI-RNN classifier 

achieves 93.21% AUC, 91.97% accuracy, 87.96 % F-measure, 90.14% Precision and 89.57% 

Recall for detecting sugarcane leaf disease. Thus agricultural producers can use the results 

of our research as it provides practical application for the sugarcane leaf disease detection 

as a precision agriculture system that predicts sickness by analyzing images of infected 

sugarcane leaf disease with Computer Vision, Image Processing, and Machine Learning 

algorithms. 
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