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Abstract 

Smart devices are classified into a general class called the Internet of Things. The Internet of Things refers to the 
interconnection of various entities via the Internet. The security challenge is a major concern for developers and 
users of the Internet of Things, which must be considered from different perspectives. There are several 
vulnerabilities in the Internet of Things. In this paper, we focus on distributed denial of service (DDoS) attacks that 
can block the access of legitimate users and make network resources inaccessible. When a similar attack originates 
from multiple sources, it is referred to as a DDoS. The objective of this work is to provide an intelligent security 
solution to detect this type of attack and prevent service disruption on the Internet of Things. The proposed 
approach to detecting DDoS attacks was evaluated using the MATLAB programming language. The evaluation steps 
were performed using the criteria of precision, recall, accuracy, and F_Measure in two different scenarios. In the 
first scenario, the size of the dataset is constant and the accuracy results range from 65% to 99%, but in the second 
scenario, the size of the training dataset varies and the accuracy results range from 67% to 99%. 
Keywords: Internet of Things; Attack detection; DDoS; Genetic Algorithm; Neural Networks. 
DOI Number: 10.48047/nq.2022.20.19.NQ99169                   NeuroQuantology2022;20(19): 1943-1957 

1. Introduction 

The next generation of the Internet of Things (IoT) 
will impact all aspects of our lives. This technology 
will enable users to collect, shop, and communicate 
a wide range of sensitive and personal data 
anywhere, anytime [1]. By reaching the ultimate goal 
of the Internet of Things, all entities can exchange 
information and process data according to 
predefined designs. In such a system, not only is the 
environment always available to users, but also all 
the functions of the devices connected to this 
environment are always available, and consequently  
 

 
their meaning is clear. In recent years, this trend has 
intensified in the field of the Internet of Things due  
to the miniaturization of devices[2], the increase in 
computing power, and the reduction in energy 
consumption [3]. 
One of the main IoT challenges attracting the 
attention of experts is security. The increase in IoT 
threats and attacks has highlighted the need for new 
techniques to detect and defend against attacks. 
These threats and attacks can be assessed from 
different perspectives [4] , However, one difficult 
problem in the field of intrusion detection systems is 
assessing the progress made in identifying malicious 
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code[5]. Attacks are divided into two classes: active 
and passive, and from another perspective, they are 
divided into two classes: destructive and non-
destructive. An attack on the network, regardless of 
its nature[6], can cause irreparable damage to users, 
devices, objects, and communications, but one of 
the most important attacks is the denial of service 
attack, which disrupts the provision of services and 
communications within the network, leading to the 
disruption of the entire network. Traditional 
solutions in this area have many vulnerabilities. 
Conventional intrusion detection methods (IDS) are 
technically very complex and rely on transient 
methods of trial and error [7]. 
Research on anomaly detection has shown the 
benefits of machine learning (ML) in detecting 
malicious IoT traffic [8]. However, limited efforts 
have been made to develop IoT-specific ML models 
for detecting attack traffic. Fortunately, IoT traffic is 
significantly different from other networked devices 
(e.g., laptops and smartphones)[9], as IoT devices 
often communicate with a small number of 
endpoints (rather than a large number of web 
servers). Previous research has shown that certain 
behaviors in IoT (e.g. a limited number of endpoints 
and regular intervals between incoming packets, as 
well as regular pings at regular intervals) can 
contribute to feature selection and increase the 
accuracy of detecting DDoS attacks in IoT traffic. 

The purpose of an intrusion detection system, in 

addition to preventing attacks, is to identify and 

detect security vulnerabilities in the system or 

computer network and report them to the system 

administrators. Intrusion detection systems are 

usually used as a supplement to firewalls. The task of 

intrusion detection systems is to detect any 

unauthorized use of the system by internal and 

external users [10].Numerous software and 

hardware intrusion detection systems have been 

developed, each with their own advantages and 

disadvantages[11]. 
Section 2 provides an overview of the literature. 
Section 3 presents the proposed method. Section 4 
discusses the test results, and the last section 
presents the conclusion of the paper. 

 

2. Literature review 

In [12], a network security tool called AGURI is 
presented. Using a collection of traffic patterns, this 
tool can monitor network traffic over a long period 
of time and detect a denial-of-service attack. In[13], 
a comparative and sequential method for rapid 
detection of denial-of-service attacks is presented. 
This method is based on statistical analysis of 
information across different network layers and 
detects sudden changes in traffic. The basic idea of 
this method is that a denial-of-service attack causes 
a sudden change in the statistical models of the 
traffic. Also, in [14], a data structure called 
"MULTIOPS" is introduced to detect denial-of-service 
attacks. Based on this data structure, the input data 
stream into the network is. 
An attack warning is issued when an asymmetry 
between the two structures is detected. Then, [15] 
network traffic is analyzed in terms of TCP token 
rates and various contract rates. In this paper, it is 
shown that these rates change significantly when an 
attack occurs. Furthermore, a set of state rules is 
created and evaluated by machine learning 
algorithms to detect denial of service attacks. 

In their book, Butty and Hubaux [16] propose the 

use of game theory for security problems in wireless 

networks. Alpcan and Basar [17] address a wide 

range of security issues based on game theory. In 

numerous studies, game theory has been used to 

investigate intrusion detection systems. The logical 

reason for this is that conventional IDSs are based on 

decision theory. Moreover, game theory is more 

suitable for security problems than traditional 

decision theory. In [16], game theory approaches for 

IDS are described in terms of different game models. 

This research [18] compared the use of game theory 

and decision theory for software configuration 

challenges. Their study showed that the game-

theoretic approach is generally more suitable than 

the decision-theoretic approach. 

In [19], a multilevel dynamic theory was used to 

study the intrusion detection problem in mobile ad 

hoc networks. The method proposed in [20] models 

the policy-based IDS configuration as a dynamic 

random game. A random game model has also been 

considered in research [21] for the problem of attack 

by internal members of the organization. The game 
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method presented in [22] was proposed to study the 

challenge of intrusion detection in wireless ad hoc 

networks. 
In [23], the destructive signal problem is considered 
in a scenario called Rayleigh MIMO Gaussian. The 
interaction between the destructive signal generator 
and the transmitter/receiver pair is modelled as a 
zero-sum game. In this game, the attacker tries to 
minimize the interaction between the transmitted 
and the received signal, while the defenders try to 
maximize it. 

In [24], a method based on game theory was 

proposed for detecting denial-of-service attacks in 

the Internet of Things. An attacker in the Internet of 

Things attempts to redesign the home page of a 

particular server. A random game method is 

proposed between the network manager and the 

attacker, where both players choose their actions at 

each time step and the game is moved to a new 

state according to the probabilities for the chosen 

actions. The authors showed through simulations 

that the game goes through several Nash equilibria. 

To more insight, a summary of the latest studies is 

shown in Table 1 below:

 

 
Table 1 Summary of main methodologies for detecting DDoS attacks in recent studies 

Study Methodology 

[12] by AGURI tool can monitor network traffic over a long period of time and detect a 

denial-of-service attack. 

[13]  Using a comparative and sequential method, sudden changes in traffic are identified. 

The main idea is that denial-of-service attacks cause a sudden change in the statistical 

models of traffic. 

[14] a data structure called MULTIOPS is introduced to detect denial of service attacks. 

[15]  Network traffic is analyzed in terms of TCP token rates and various contract rates. A 

set of state rules is also generated and evaluated by machine learning algorithms to 

detect denial of service attacks. 

[16] suggest the use of game theory for wireless network security problems. 

[17] Game theory has been used in numerous studies to investigate intrusion detection 

systems. The logical reason for this is that conventional IDSs are based on decision 

theory. Moreover, game theory is more suitable for security problems than 

traditional decision theory. 

[18] the use of game theory and decision theory for software configuration challenges has 

been compared. Their study has shown that, in general, the game theory approach is 

more appropriate than the decision theory approach. 

[19] multi-stage dynamic theory has been used to study the problem of intrusion 

detection in mobile ad-hoc networks. 

[20] models the policy-based IDS configuration as a dynamic random game. 

[21]  Using a random game model to solve the problem of attacks by internal members of 
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the organization. 

[22] By using the game method to study the challenge of intrusion detection in wireless ad 

hoc networks. 

[23]  the problem of destructive signals is considered in a scenario called Rayleigh MIMO 

Gaussian. 

[24] a method has been proposed to detect attacks of denial of service on the Internet of 
Things based on game theory. 

 

3. Methods 

The approach we propose to detect DDoS attacks consists of two basic phases. In the first phase, the dataset 

containing the different sessions and their associated features is evaluated using a genetic algorithm-based 

approach, and redundant features are removed. In the second phase, the optimal dataset is given to the multilayer 

perceptron network, and the sessions are classified into two classes: healthy and invasive. In the following 

sections, each of these phases is examined. 

3.1. Phase 1: Reduction of features 

Abbreviations and acronyms are defined when they are used for the first time in the text, even if they have already 

been defined in the summary. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, and rms do not need to be defined. 

Do not use abbreviations in the title or heading unless they are unavoidable. 

 

In the genetic algorithm, the structure of the chromosomes, the type of genes, the type of cross-over, the 

mutation method, and the fitness function are determined according to the type of application. All symbols used in 

the equations should be defined in the following text. 

For a better insight into the phases of the genetic algorithm, see Figure 1 below: 
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Figure 1  Phases of genetic algorithm. 

3.1.1 Chromosome structure 

 

The chromosome structure considered in this study is shown in Figure 2. 
Figure 2 Chromosome structure in the proposed method 

In the proposed chromosome structure, an n-member array is used to represent n features. The amount of each 

gene on this chromosome corresponds to one feature. The value of each gene is equal to 0 or 1. If the value of the 
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gene in question is 0, it means that no feature is selected, and if its value is equal to 1, it means that the feature is 

selected. The state space of the genetic algorithm can be developed with a series of 0s and 1s. 

 

3.1.2 Fitness function and selection strategy 

As mentioned in the genetic algorithm, the new population replaces the current population. To create a new 

population, a certain number of superior chromosomes are first selected by elitism and then included unchanged 

in the new population. The members of the new population are then generated based on the cross-over and 

mutation operators on the chromosomes of the current population. For this purpose, the parents are selected 

from the current population based on a selection strategy. The cross-over and mutation operators are then applied 

to the new population. In the genetic algorithm, the degree of competence of each chromosome is calculated 

based on the fitness function. The fitness of each chromosome has a great influence on its survival. In the selection 

phase, a pair of chromosomes is selected as the parent of the current generation to produce a child for the next 

generation. The operator thus selects an interface between two generations. The scoring function used to score 

the selected feature subset is the k-nearest neighbors algorithm (KNN). 

 

3.2. Phase 2: Prediction using multilayer perceptron neural network  

After the redundancy features of the data are removed, the optimal data set is transmitted to the multilayer 

perceptron neural network. Neural networks are a class of machine learning algorithms that attempt to predict the 

process of converting inputdata into output data through regression. This means that they can predict the output 

when they receive new input data. The number of layers in multi-layer perceptron neural networks is limited and 

usually set by the user. In each layer, a set of neurons processes the data received from the previous layer and 

transmits its output to the next layer. In most applications, only one input layer is used and the number of neurons 

is set by the user. In addition to the input layer, there is an output layer whose number of neurons corresponds to 

the number of outputs of the entire network. A multilayer perceptron network uses sigmoid functions in the first 

layer and the same function in the output layer. 

 

3.2.1 Data segmentation 

A multilayer neural perceptron network divides the received input data into three parts: 

 

1) Training data: This data is very specific and is used to train the neurons. This part of the data is fed to the 

neurons to regulate the sigmoid functions. 

2) Validation data: This data, unlike the training data, is uncertain. This means that the output of this data is 

secret and only the input is given to the neurons. This data is used to evaluate the function of the neurons 

during the training process. In fact, the data determines the time of completion of the training process. 

During the training process, if the error rate of the validation data falls below the threshold or exceeds a 

certain threshold, the training process is terminated. 

3) Test data: This data is uncertain, like the validation data. The difference between them and the validation 

data is that they are given to the neurons after the training process. This data determines the error rate of 

the prediction of the multilayer perceptron network. 

 

3.2.2 Neural network training 

The neural network training process begins after the redundant features of the data have been removed and used 

as input to the neural network, and by determining the partitioning of the data and the number of neurons. At this 
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point, the neural network tries to adjust the sigmoid function of each neuron to get the best estimate of the input-

output data. The training of the neural network continues until one of the stopping conditions is reached. The 

stopping conditions are: 
1) Number of specific iterations 
2) Specific training time 
3) The desired performance 
4) Specific validation number 
5) Specific gradient 

If one of the above cases occurs, the training process is stopped and the trained neural network is terminated. 

 

4. Results And Discussion 

This section presents the results of the experiments applied to the proposed method. The results of the method 

presented in[25] are compared with the results of the proposed method. The following section presents the data 

set, the evaluation criteria, and the results obtained, followed by the analysis of these results. 

 

4.1.  Data set 

The dataset used for the experiments is the KDD Cup, which includes 41 features and 4969 samples. The features 

of each session include duration, protocol type, service, active flags, number of bytes sent and received, session 

location and more. In addition to the 41 characteristics, there is a special characteristic that indicates the session 

class. The feature class represents a healthy session or an attack session. In fact, each session belongs to one of the 

two classes: "healthy" or "attacking.". 

 

4.2. Evaluation criteria 

After running each classification algorithm (including the neural network algorithm used in this paper ), each 

sample is assigned to a class. Based on the correct classification, you can evaluate the functioning of the classifier. 

Each of the evaluation criteria attempts to show the distance between the proposed class and the correct class. As 

with many previous studies, we use common metrics such as precision, recognition, accuracy, and F_Measure to 

compare the results. Before presenting the evaluation criteria, we first give the computational requirements for 

these criteria. To calculate these criteria, we first determine the values of TP, TN, FP, and FN. Suppose we have a 

dataset. After classifying this dataset and comparing it with the optimal classification, one of the following four 

cases is proposed: 

 If data a and b samples are in the same cluster in the proposed classification and in a cluster in the ideal 
classification, the TP increases by one. 

 If data a and b samples are in the same cluster in the proposed classification but not in an ideal 
classification in a cluster, the FP increases by one. 

 If data a and b samples are not in the same cluster in the proposed classification and are in an ideal 
classification in a cluster, FN increases by one. 

If data a and b samples are not in the same cluster in the proposed classification and are not in the same cluster in 

the ideal classification, TN increases by one. 
1) Precision: is a general criterion for measuring the performance of the proposed algorithm, which is 

calculated as follows. 
           

2) Recall is a general criterion for measuring the performance of the proposed method. The recall is 
calculated according to the following equation: 
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3) Accuracy: As the name suggests, this criterion determines the accuracy of the proposed classification. 

Equation (3–4) is used to determine the accuracy of the proposed classification. 
                      
 
 

4) F_Measure: This criterion is determined on the basis of the Precision and Recall criteria. In the 
proposed method, we use the equation below to calculate F_Measure.: 

                                       

 

4.3. Evaluation results 

The evaluation results for two different scenarios are presented in the following sections. In the first scenario, the 

dataset is assessed with different parts, while in the second scenario, the training and test datasets are assessed 

with different sizes. The results for each of these scenarios are presented below. 

 

4.3.1 Scenario 1
 

As mentioned earlier, in the first scenario, the data set is divided into 10%, 20%, 30%, and so on. Each of the 

comparable methods is evaluated in these sections. In the results, this dataset to be evaluated is divided into 70% 

and 30% sections for training and testing. The results of these evaluations are shown in Figures 3 to 6.  

 

 
Figure 3 Comparison of precision criteria on data sets with different sizes

 
The results of pilot , shown in Figure 3, indicate that the proposed method produced better results. But in some 

cases, the results of the two methods were the same, so the superiority of the basic method over the proposed 

method is not obvious. 
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Figure 4 Comparison of Recall criteria on data sets with different sizes 

The results show that the proposed method has obtained better results than the basic method in only 1 case, i.e, 
a data set with a size of 10%, but in other cases, the basic method has provided better results. 

 
Figure 5 Comparison of Accuracy criteria on data sets with different sizes 
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The results show that in all cases, the proposed method gave better results than the basic method. However, in 
some cases, the results of the two methods were the same, so that the superiority of the basic method over the 
proposed method is not obvious. 

 

 
Figure 6 Comparison of F_Measure criteria on data sets with different sizes 

As expected, the proposed method achieves better results than the basic method in every respect. 

4.3.2 Scenario 2 

In this scenario, 100% of the dataset is used, but the segmentation of the test set and the training set has been 
changed. In these results, the data set is divided into 30%, 40%, ... 80% sections for training. The results for this 
scenario are shown in Figures 7 to 10. 
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Figure 7 Comparison of precision criteria on data sets with different sizes  

The precision obtained by the proposed method is always better than the basic method. In only two cases does 
the base method obtain the same values as the proposed method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8 Comparison of Recall criteria on data sets with different sizes 
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The hit rate achieved with the proposed method is (with the exception of 30% of cases) always better than that 
of the basic method. 

 
Figure 9 Comparison of Accuracy criteria on data sets with different sizes 

The results in Figure 9 are similar to those in Figure 8, and the superiority of the proposed method is quite 
obvious. 

 

 
Figure 10 Comparison of F_Measure criteria on data sets with different sizes 
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Considering that the F_Measure parameter is determined on the basis of precision and recall criteria and that 
the superiority of the proposed method on these two parameters has already been proven, it can be argued that 
the proposed method has also achieved better results on F_Measure. For all values of the quantity to be 
assessed, the proposed approach has better results than the basic method. 

4.4. Comprehensive comparison 

Tables 2 and 3 illustrate the results of the two scenarios, each based on the actual values in this section. 
 

Table 2 Results of scenario 1 

Precision
 

Train Size 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

Based Method 0.95 0.66 0.65 0.68 0.99 0.67 0.98 0.68 0.67 0.68 

Our Method 0.94 0.99 0.98 0.98 0.98 0.99 0.97 0.69 0.98 0.68 

Recall
 

Train Size 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

Based Method 0.97 0.99 0.99 0.99 0.98 0.99 0.98 0.99 0.99 0.99 

Our Method 0.98 0.97 0.98 0.98 0.96 0.99 0.98 0.99 0.98 0.99 

Accuracy
 

Train Size 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

Based Method 0.94 0.66 0.65 0.68 0.98 0.67 0.98 0.68 0.67 0.68 

Our Method 0.94 0.98 0.98 0.97 0.96 0.99 0.97 0.69 0.97 0.68 

F_Measure
 

Train Size 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

Based Method 0.96 0.79 0.79 0.81 0.98 0.80 0.98 0.81 0.80 0.81 

Our Method 0.93 0.98 0.98 0.98 0.97 0.99 0.98 0.98 0.98 0.81 

 
 

Table 3 Results of scenario 2 

Precision
 

Train Size 30% 40% 50% 60% 70% 80% 

Based Method 0.99 0.67 0.67 0.67 0.67 0.68 

Our Method 0.98 0.99 0.98 0.68 0.98 0.99 

Recall 

Train Size 30% 40% 50% 60% 70% 80% 
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Based Method 0.98 1.00 0.99 1.00 0.99 0.99 

Our Method 0.98 0.99 0.98 0.99 0.97 0.97 

Accuracy 

Train Size 30% 40% 50% 60% 70% 80% 

Based Method 0.98 0.67 0.67 0.67 0.67 0.68 

Our Method 0.98 0.99 0.97 0.68 0.97 0.97 

F_Measure
 

Train Size 30% 40% 50% 60% 70% 80% 

Based Method 0.98 0.80 0.80 0.80 0.80 0.81 

Our Method 0.98 0.99 0.98 0.81 0.98 0.98 

 
5. Conclusion 

This paper presents an approach to detect DDoS 
attacks in IoT networks. The proposed approach 
consists of two basic phases. In the first phase, the 
session set is given a dimension reduction 
algorithm. Consequently, the data dimensions are 
reduced using a method based on a genetic 
algorithm with the k-nearest neighbor algorithm 
(as a fitness function) as the fitness function. After 
the first phase, the data is transferred to a 
multilayer perceptron neural network. The 
predictability of this classification distinguishes 
destructive from healthy sessions. The evaluation 
is based on the criteria of precision, recall, 
accuracy, and F_Measure in two different 
scenarios. In these scenarios, the size of the 
training dataset varies between 10% and 100% 
and the size of the test dataset between 30% and 
80%. The results of the evaluations are compared 
with the approach presented in reference[25]. The 
results of the proposed method and the basic 
method are compared using the parameters of 
specificity, sensitivity, and accuracy. The results 
show that the proposed method performs better 
than the base method on the criteria of precision, 
accuracy, and F_Measure. The baseline method 
only performed better on the recall criterion. 
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