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Abstract: - 

The JAYA method, a population-based metaheuristic optimization approach, is used in this study 

to present the design of a digital finite impulse response fractional order differentiator (FIR-

FOD). The design seeks to identify such ideal differentiator coefficients that minimize their 

absolute errors with the desired ideal differentiator response. The extensive simulation results 

and Wilcoxon rank-sum test at 99% level of confidence show how well JAYA algorithm 

performs better in finding the best coefficients of digital FIR-FOD in comparison with Cuckoo 

Search Algorithm (CSA) and Particle Swarm Optimization (PSO). Because it has no dependency 

on method-specific parameters, the JAYA algorithm achieves faster convergence than the CSA 

and PSO algorithms for this design problem. 
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Introduction   

The unique topic of mathematical modelling 

is one in which researchers are becoming 

increasingly interested. Fractional order 

operators simulate the dynamics of physical 

systems more effectively than integer order 

operators. A branch of mathematics called 

fractional calculus investigates the various 

ways that differentiation and integration 

may be used to express the powers of real or 

complex numbers. Digital FOD architecture 

has been a significant subject of study in the 

optical process control systems, image 

recognition, automated regulation, fluid 

mechanics, electromagnetic theory and 

electrical networks [1], [2], [3], [4].   

 Significant study on continuous-time 

FODs has been done by a number of 

researchers. A technique for realizing 

immittance with a fractional operator is 

provided in [5]. Using the least squares 

approach, approximate values of the FOD 

and integrator have been obtained [6]. Due 

to a rise in digital applications, discrete-time 

FODs have recently become more prevalent. 

The fractional derivative is generated in a 

FOD that is based on Taylor series 

expansion [7]. The Newton series 

expansion-based FOD for polynomial 

signals is provided in [8]. 

 The unimodal fitness function is 

used in these traditional methods to simulate 

the ideal FOD. Traditional methods don't 

work well for high-dimensional multimodal 

optimization problems like FOD and are 

only viable in case of unimodal fitness 

functions. To find a global optimal solution 

in this situation, metaheuristic optimization 

methods like PSO [9], CSA [10], and Jaya 

algorithm [11] are employed. In case of 
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filter design, optimization methods like ant 

colony optimization [12], PSO [13], and the 

cuckoo search algorithm [14] are a few of 

the often employed. In [15], theory of 

operation, application and implementation 

of digital differentiator is presented. The 

cascade structure require higher order filter 

and thereby more delay as compared with 

others [16]. The digital Riesz fractional 

order differentiator is used for image 

sharpening application [17]. The design of 

half-band differentiator is discussed in [18]. 

The frequency response of ideal digital FOD 

is written as  

              (1)      

Here ‘ ’ is a fractional number.   is a 

normalised frequency which vary between 

[0,1], and      . There are four steps 

include for designing FOD as shown in 

Figure 1.  

 

Figure 1. The design procedure of FIR-FOD 

 

The remaining paper is ordered as: The 

formulation of the design issue for the FIR-

FOD based on weighted least square based 

fitness response is illustrated in Section 2. 

Additionally, a generic definition of the 

integral-differential operator, i.e., Grünwald-

Letnikov, as well as the explanation of 

fractional derivatives are provided. In 

Section 3, the basics of PSO algorithm, CSA 

and JAYA algorithm are discussed. In 

Section 4, obtained simulations are 

interpreted along with statistical “Wilcoxon 

rank-sum test”. Finally, in Section 5, the 

paper conclusion is made. 

 

1. Problem Formulation 

The fractional derivative is computed using 

definition in [19]. An ideal response of the 

FIR-FOD is written as: 

                   (2) 

where 'α' is a fractional number,           is 

an ideal FOD frequency response,   is a 

normalized frequency which varies between 

[0 1]. For length N, Z-transform of FIR-FOD 

function is used as:  

                 

   
  (3) 

Here, weighted least square fitness function, 

is employed to obtain best design and is 

expressed by: 

         
 

 
                          

 
 

                                   
 
    

     (4) 

Here           and           are 

non-negative weighting functions. The 

specific fitness function given in (4) is 

minimized in this study utilizing 

optimization methods like PSO, CSA and 

Jaya algorithm. 
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2. Jaya Algorithm 

In this section, Jaya algorithm is discussed. 

Other optimization algorithms like PSO and 

CSA are discussed in [9] and [10] in detail. 

The JAYA term is Sanskrit in origin, it 

means “victory”[20] . This is a population-

based metaheuristic algorithm. There are no 

algorithm-specific control parameters 

needed for this method; just the standard 

control parameters are needed [11]. During 

the ith iteration,        represents the j
th

 

variable for the k
th
 candidate, then this value 

is updated in accordance with (5). 

                                           

                             (5) 

 

The values of the variables           and 

           represent the best and worst 

candidates, respectively. “In the range [0, 1], 

      and        are the two random numbers 

chosen for the j
th

 variable during the i
th

 

iteration, and         is the updated value of 

      ” [11]. The important terms 

"                         " and 

"                          " represent the 

solution's propensity to shift toward best 

solution and away from worst solution, 

respectively. If         provides a better 

function value, it is accepted. The final 

iteration's acceptable function values are all 

kept, and they serve as the input for the 

next iteration. 

 

3. Simulation Results and Discussions 

These optimal results are obtained after 

performing around 100 simulation trials in 

MATLAB 2015a version on Intel® Core™ 

i5, 1.60 GHz with 6GB RAM with random 

changes in these control parameters shown 

in Table 1. 

Table 1: FIR-FOD Control parameters  

Parameters Symbol PSO CSA JAYA 

Population size Popsize 25 25 25 

Max. iteration 

cycle 

Epoch 1000 1000 1000 

Inertia weight w 0.9-

0.4 

- - 

Learning 

parameters 

C1, C2 2,2 - - 

Particle velocity vmin, 

vmax 

0.01, 

1 

- - 

Discovering rate 

of alien eggs  
aP  - 0.25 - 

Number of nests n - 25 - 

No. of design 
variables 

- - - N+1 

Limits of filter 

coefficients 

 -1, 

+1 

-1, 

+1 

-1, +1 

 

 The digital FIR FOD presented has 

normalized frequency range of 0 ≤   ≤ 1, 

filter order= 10,  fractional-order α=0.5 and 

weighting function W1 (ω)= 0.8 & W2 (ω) 

=0.2. Optimal coefficients of digital FIR-

FOD with the order of 10 are shown in 

Table 2. 

Table 2: Optimized filter coefficients 

Order  Technique Optimized coefficients 

(hk) 

10 

PSO 1, -0.9679, 0.955, -0.99, -

0.1657, 0.7643, -0.6373, 

0.2753, -0.1384 

CSA 0.99, -0.1545, -0.8584, -

0.0244, 0.7504, -0.2968,  -

0.8605,0.9872, -0.4167 

JAYA 1, -0.1466, -0.9406, 

0.0897, 0.8534, -1, 0.3295, 

0.0536, -0.1145 

 

In terms of magnitude response, phase 

response, absolute magnitude error, and 

absolute phase error, Figures 2-3 provide a 

graphical comparison achieved by the PSO, 
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CSA, and JAYA algorithms with the ideal FIR -FOD. 

4.1 Performance Analysis 

 In Table 3, performance analysis for 

the proposed JAYA based FIR-FOD design 

are reported and compared with PSO and 

CSA based designs. It is concluded here that 

FIR-FOD designs using JAYA are better 

than  PSO and CSA based designs in terms 

of these performance paramenters for 10
th

 

order FIR-FOD design. 

Table 3: Performance analysis of absolute magnitude 

error  

Algorit Mini Maxi Me Varia Stand

 

Fig. 2. 10th order FIR-Fractional order digital differentiator magnitude response and phase response 

 

Fig. 3. 10th order FIR-Fractional order digital differentiator absolute magnitude error and absolute phase error 
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hms mum mum  an nce ard 

deviat

ion 

PSO 3.2154

E-04 0.0554 

0.01

41 

1.524

7E-04 

0.012

3 

CSA 

[21] 

1.1402

E-05 

0.0184 0.00

51 

1.754

2E-05 

0.004

2 

JAYA 3.1443

E-05 

0.0172 0.00

50 

1.356

5E-05 

0.003

7 

  

In Table 4, performance analysis of absolute 

phase error of 10
th

 order FIR-FOD is 

accounted. The calculated minimum, 

maximum, mean, variance and standard 

deviation for absolute phase error of the 

proposed JAYA based FIR-FOD design are 

reported and compared with PSO and CSA 

based designs.  

Table 4: Performance analysis of absolute phase error  

Algorit

hms 

Minim

um 

Maxim

um  

Mea

n 

Varia

nce 

Stand

ard 

deviati

on 

PSO 5.0145

E-04 0.6684 

0.08

41 

0.0125 

0.1118 

CSA 

[21] 

4.6481

E-04 0.1614 

0.04

12 

9.4574

E-04 0.0308 

JAYA 3.2546

E-05 

0.1345 0.03

04 

9.2451

E-04 

0.0304 

  

It is concluded here that FIR-FOD designs 

using JAYA are better than PSO and CSA 

based designs in terms of these performance 

paramenters for 10
th
 order FIR-FOD design. 

The computation time of JAYA based 10
th

 

order FIR-FOD design is 52.47 sec whereas 

it is 49.25 sec and 57.15 sec for CSA and 

PSO based designs. It is concluded here that 

JAYA algorithm is competitive in speed 

with the PSO and CSA algorithms for 

obtaining optimized FIR-FOD designs.  

 Wilcoxon rank-sum test at 99% level 

of confidence is used in Table 5 to compare 

the performance consistency of PSO, CSA, 

and JAYA algorithms based digital FIR-

FOD. It is shown that JAYA performs better 

than PSO and CSA as the p-value is less 

than 0.01. 

Table 5: Statistical analysis using Wilcoxon rank-

sum test 

Comparis

on 

Absolute 

magnitude error 

 p-value 

Absolute phase 

error 

 p-value 

JAYA 

versus 

PSO 

1.2546853418264

5e-08 

4.2546853684944

2e-7 

JAYA 

versus 

CSA 

0.0088745124552

14 

0.0067856428745

68 

  

 The convergence curve of 10
th
 order 

FIR-Fractional order digital differentiator 

using PSO, CSA and JAYA algorithms is 

shown in Figure 4.  
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Fig. 4. Convergence curve of 10th order FIR-

Fractional Order Digital Differentiator 

Here, FIR-Fractional order digital 

differentiator design using JAYA algorithm 

achieved convergence fast as compared to 

PSO and CSA algorithms. Also, JAYA 

based design is able to achieve both 

exploitation and exploration better as 

compared to that with PSO and CSA 

algorithms. 

5. Conclusions and Future Scope 

 In this article, FIR Fractional order 

digital differentiators with 10
th

 order is 

designed using PSO, CSA, and JAYA 

algorithms. Optimal coefficients are 

calculated to obtain minimum absolute 

magnitude and phase errors. Wilcoxon rank-

sum test at 99% level of confidence is 

performed to show the robustness of the 

results. JAYA based FOD design achieved 

better exploration as well as exploitation 

capabilities and fast convergence as 

compared to PSO and CSA techniques.  
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