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ABSTRACT 

In order to achieve the goal of controlling the intelligent lower limb prosthesis effectively, it is very crucial to 
recognize the gait pattern of the lower limb, which usually includes walk, up and down stairs or slopes, etc. This 
paper proposes a gait recognition method based on coalitional game-based feature selection and extreme learning 
machine. Firstly, this paper extracts characteristic values of four periods in gait cycle, obtaining 24 features. 
Secondly, in order to improve the accuracy and reduce the computational complexity, a coalitional game-based 
feature selection algorithm is used to select the prominent features. Lastly, the extreme learning machine (ELM) is 
used to recognize the gait pattern, which can have a better result in identifying the five kinds of gait pattern in this 
experiment, compared with BP neural network. Compared with other feature selection algorithms, including 
mRMR and Relief-F, the proposed method selects fewer features and provides higher accuracy and has faster 
recognition speed, which proves the effectiveness and feasibility of the proposed method. 
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Introduction 

Intelligent prostheses can not only help the thigh 
amputee patients carry out certain social 
activities, but also can lay a solid foundation for 
their reintegration into society. Gait recognition 
is one of the moat crucial parts of intelligent 
prostheses, which can identify the willing of 
patients (Protopapadaki & Echsler, 2007). At 
present, the study of gait recognition is mainly 
based on sensor information (Zhang et al., 2007) 
and image information (Matovski et al., 2012). 
The recognition part is mainly based on machine 
learning, including BP neural network (Zen & 
Wang, 2012), SVM (Gao et al., 2015), HMM (Zhao 
et al., 2015), et al. In (Chen et al., 2008), the gait 

recognition of lower limb is realized by 
calculating the angle between knee and thigh and 
the pressure between toe and heel. In the paper 
(Milica, 2008), the patient's surface 
electromyographic (sEMG) signal and the support 
vector machine are used to recognize the gait 
pattern. In (Liu et al., 2015), principal component 
analysis is used to fuse the features extracted 
from the surface EMG signal, the hip joint angle 
and the hip joint acceleration, and the gait 
recognition is performed by using BP network 
which is optimized by particle swarm algorithm. 
In (Gao et al., 2010), the information fusion 
method is used to fuse the preliminary results 
from the lower limb EMG signal, the leg angle 
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signal and the plantar pressure signal and the goal 
of the gait recognition is realized.  

High quality features are essential to 
improve the classification accuracy of gait 
recognition and reduce the computational 
complexity. The key of the information fusion 
method lies in the selection of the features under 
the multi-signal source. The appropriate feature 
selection method can avoid the dimensionality 
problem caused by the excessive features and the 
problem which is not conducive to the 
identification of the classifier. Furthermore, 
features might even confuse the classifier and 
reduce the classification accuracy (Nishimura & 
Kuroda, 2010; Trier et al., 1996). Therefore, it is 
important to select the optimum feature subsets 
to achieve the best classification performance and 
reduce the computational cost.  

Up to recent, a lot of approaches are 
employed in feature selection, such as Adaboost 
(Xie et al., 2011), genetic algorithm (Ghamisi & 
Benediktsson, 2015), KNN (Wang et al., 2015) and 
so on. These approaches can be divided into three 
groups: wrapper, embedded, and filter methods 
(Vergara & Estévez, 2014) according to their ways 
of evaluating feature subsets. The induced 
learning algorithm is applied by Wrapper method 
as a black box to evaluate each feature subsets 
(Kohavi & John, 1997). Embedded methods (Lal et 
al. 2006) incorporate knowledge about the 
specific structure of a given machine learning 
approach to evaluate feature subsets. Although 
these approaches may achieve great results, the 
computational costs are expensive. What’s more, 
many classifiers are more likely to overfitting and 
show sensitiveness to initialization. 

To date, several filter methods have been 
proposed (Peng & Ding, 2005; Jiang et al., 2011; 
Kurokawa et al., 2011; Jin et al., 2012). However, 
most of these methods tend to ignore features 
which as a group have strong discriminatory 
power but are weak as individuals, and the 
computational cost of some approaches is large. 
To tackle this problem, coalitional game theory 
based feature selection method is proposed in this 
paper to select optimum feature subsets which 
are succinct and efficient to the recognition of 
classifier. The VICON MX 3D three-dimensional 
gait analysis system is used to obtain the angle 
information of lower limbs of healthy people and 
the features of four periods in gait cycle of three 
joints of hip, knee and ankle are extracted as the 
basis of gait recognition. Then these features are 
selected by the efficient filter method based on 

coalitional game. In the recognition part, the ELM 
is used to achieve the goal of recognizing walk, up 
and down the stairs and slopes. 
 
Extreme learning machine  

As a single hidden layer feed-forward neuron 
networks (SLFNs), extreme learning machine was 
formally put forward in 2004 (Huang et al., 2004; 
Huang & Wang, 2006). ELM can be used as a 
classifier to train neural networks through the 
activation function and ELM has been widely used 
to solve the problem of local minimum, slow 
convergence and complex iterative calculation. 
For any N different samples (xi, tj), j=1,2,…N, 

where 1 2[ , ]T
j j j jnx x x=x L  is the jth sample, each 

sample contains n-dimensional features, and 

1 2[ , , ]Tj j j jmt t t=t L  is the encoded class label. All 

samples belong to m different classes, and the 
ELM mathematical model with L hidden neurons 
can be expressed as: 
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               Where g(x) is the excitation function, wi, bi, 
and βi are the input weight, hidden element offset 
and output weights of the ith hidden neuron node 
respectively. Equation (1) can be written in matrix 
form: 
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Where the β represents the output weight, 

T is the corresponding coding class label, and H is 
the hidden layer output matrix: 
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Since the neural network system is linear, 

the β output weight is obtained by the following 
equation: 
 

†=β H T                             (4)  

 
Where H† is the generalized inverse 

matrix of H 
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Feature selection based on coalitional game 

In the feature selection part, this paper proposes a 
fliter feature selection algorithm based on 
coalitional game. Joint mutual information is used 
to evaluate the degree of dependency of feature 
set and target class, which makes the selected 
feature subset not only have the highest 
correlation with the target class but also have 
relatively high internal dependency. 
 
Feature selection and coalitional Game  
Given the sample data T=(O, F, C), where O={o1, o2, 
…, on}, F={f1, f2, …, fm} and C={c1, c2, …, cl} 
represents the sample set, feature set and 
category respectively. The feature selection 
problem is based on using an evaluation criterion 
J(S) to select a subset with the highest J(S) value 
while making |S| as small as possible. 

At present, researches have put forward 
many excellent evaluation criteria J(S), such as IG, 
MIFS, mRMR, CMIM and so on. However, these 
feature subset evaluation criteria still have the 
disadvantage of the Filter method, that is, a subset 
with stronger distinguishing features is easily 
overlooked. 

The coalitional game is an effective 
mathematical model which is used to solve the 
distribution of rights or contributions between 
individuals. The purpose is to find a reasonable 
way of allocating rights so that the rights obtained 
by the individual are equivalent to their 
contribution. 

Definition: given a finite participant set N, 
the characteristic of the coalitional game is the 
ordinal number pair (N, v), where the 
characteristic function v is the mapping from 2N = 
{S|S⊆N} to the real set RN. 
 
Evaluation of feature influence 
In coalitional game theory, Shapley value is used 
to measure the powers of game players. In this 
paper, Shapley value is introduced to evaluate 
each feature weight. Considering the relevance, 
redundance and interdependence of features, the 
Shapley value as an efficient approach is utilized 
to evaluate the contribution of features, which is 
formulated as following: 
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And the win function is formulated as following: 

( ) ( { }) ( )i K v K i v K∆ = ∪ −            (6) 

 
where n means the number of players and 

the sum extends over all subsets K of N not 
including player i. 
 
Coalitional win criteria based on joint mutual 
information  
Mutual information is an important concept in 
Shannon's information theory (Shannon, 2001; 
Thomas & Cover, 2006), which is widely used as a 
measure of relevance in the selection of features, 
it is calculated as: 
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Joint mutual information can effectively measure 
the degree of dependence between multiple 
variables X1, X2,…, Xn and variable Y, which is 
calculated as: 
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In this paper, the joint mutual information 
between union K and target class is expressed as 
following: 
 

1 2( ; ) ( , , , ; )KI K c I f f f c= L         (9)                 

 
In the process of feature selection, the feature fi 

joins in union K. If the joint mutual information of 
newly formed union K ∪{fi} and the target class c 
is greater than the joint mutual information of 
original union K and the target class, then fi wins 
in the league K. Thus, in the feature selection the 
winning function in (5) is defined as:  
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Feature selection algorithm 
The steps of the Filter feature selection algorithm 
based on the coalitional game are as follows: 
Input: Training sample set T= (O, F, C). 
Output: Optimal feature subset S. 
Step1: Initialize S = Ø. 
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Step2: Calculate the number of winners of each 
feature fi in the feature set F based on the joint 
mutual information. 
Step3: Calculate the Shapley value ψf (v) for each 
feature f in the feature set F according to equation 
(5). 
Step4: Each feature priority in F is its Shapley 
value, Pri(f)=ψf(v). 
Step5: All the features in F are sorted in 
descending order of priority. 
Step6: The k features with the highest priority are 
put the optimal subset S, which is the output.  
 
Extracting and filtering of feature  

Data collection and processing  
The experiment platform is the VICON MX 3D 
system in the biomechanics laboratory of national 
rehabilitation aids research center. The 
experiments include walk, up and down stairs and 
slopes. The step staircase is up to 10 cm of the 
upper and lower platform, and the slope of the 
up/down slope is 15°. The VICON MX 3D gait 
system is used to collect the joint angle values of 
hip, knee, ankle in these five gaits. 

According to the observation and contrast 
to the information of foot pressure plate, this 
paper chooses the minimum value of knee joint 
angle and maximum value of hip joint angle as the 
start point of walking gait cycle; chooses the 
maximum value of hip joint angle as the start 
point of going up stairs or slopes; chooses the 
minimum value of knee joint angle as the start 
point of going down stairs or slopes. Fig. 1 shows 
the angle value of hip, knee, ankle under five kinds 
of gait. The long dashed line stands for the hip 
angle, dotted line stands for the knee angle, solid 
line stands for the ankle angle. According to the 
actual walking of the image information and 
analysis of plantar pressure signal, this paper 
divides the gait cycle, which includes initial stance 
(IS), middle stance (MS), terminal stance (TS) and 
swing phase (SP). As shown in Fig. 1, 1 represents 
initial stance, 2 represents middle stance, 3 
represents terminal stance and 4 represents 
swing phase. 

 

 
(a) 

 

 
(b) 

 

 
(c) 
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(d) 

 

 
(e) 

 
Figure 1. Joint angles during five gaits: (a) joint angles during walking; (b) joint angles during going down stairs; (c) joint angles during going 
down slopes; (d) joint angles during going up stairs; (e) joint angles during going down slopes  

 
 
Feature extraction  
Feature extraction methods include time domain, 
frequency domain and time-frequency. 
Considering the complexity of computation, this 
paper only considers the mean value and 
standard variance of time domain. In this paper, 
we extract the mean value and standard deviation 
of angle value of hip, knee and ankle in the four 
periods of gait cycle and the functions of mean 
value and standard deviation are (11) and (12). 
Table 1 shows the features of mean value and 
their notations and Table 2 shows the features of 
standard deviation and their notations.  
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Table 1. Features of mean value and their notations 

Position 

Features of phase 
Hip Knee Ankle 

Mean value of IS averISh averISk averISa 
Mean value of MS averMSh averMSh averMSa 
Mean value of TS averTSh averTSk averTSa 
Mean value of SP averSPh averSPk averSPa 

 

 
 

 
Table 2. Features of standard deviation and their notations 

Position 

Features of phase 
Hip Knee Ankle 

Standard deviation of IS stISh stISk stISa 
Standard deviation of MS stMSh stMSh stMSa 
Standard deviation of TS stTSh stTSk stTSa 
Standard deviation of SP stSPh stSPk stSPa 

 
Selection of features  
In this paper, the features are selected by the 
coalitional game-based features selection 
algorithm and the Shapley value of each feature is 
shown in Table 3. For the above selected features, 
the proposed features selection method is 
repeated 5 times to calculate the average Shapley 
value. The features are represented by the above 
notations. Through the Shapley value, the degree 
of influence of features on gait recognition is 
reflected, and the higher the Shapley value, the 
more the component of the extracted variable is 
and the greater the effect on the recognition gait. 
 

Gait recognition result and analysis 

Training data and parameter settings 
In this paper, five healthy people are selected to 
take part in the experiments with the VICON MX 
3D system. All these participants are voluntarily 
participating in the experiment. 500 experimental 
data samples are obtained (each participant 
includes 100 samples of walking, 100 samples of 
down stairs, 100 samples of down slope, 100 
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samples of up stairs, and 100 samples of up 
slope). These samples are divided into training 
samples and testing samples according to the 
ratio of 6:4. In the parameter settings, the number 
of hidden layer of the ELM model is 20, the 
incentive function is “Sigmoid”, and the other 
parameters are randomly selected, which may not 
influence the performance of ELM.  
 
Analysis of the method proposed  
The features in Table 3 are arranged in 
descending order of Shapley value, which can help 
us analyze the relevance and impact of different 
numbers of feature to the recognition effect. In 
order to test the effect of the number of selected 
features on gait recognition, this paper chooses 
different numbers of feature to find out the most 
suitable feature combination. The validation is 

repeated five times with each union used exactly 
once for testing and the final results are their 
average values. The curve of relationship between 
number of features and recognition rate 
recognition results are shown in Fig. 2. 

It can be seen from Fig. 2 that the highest 
recognition rate is 91.5% when the number of 
feature is 16. The recognition rate increases with 
the increase of number of feature, because few 
features cannot contain whole information of 
features. When the number of selected features is 
too large, the recognition result is not the best, 
partly because huge feature vector is unbeneficial 
to the recognition of ELM.   

When the number of feature is 16, 200 
testing samples are recognized by the proposed 
method by this paper and the results obtained are 
shown in Table 4. 

 
Table 3. Shapley value of selected features 

Feature averISh averISk averISa averMSh averMSh averMSa 

Shapley value 0.352 0.273 0.162 0.283 0.419 0.363 
Feature averTSh averTSk averTSa averSPh averSPk averSPa 
Shapley value 0.382 0.439 0.373 0.437 0.129 0.216 
Feature stISh stISk stISa stMSh stMSh stMSa 
Shapley value 0.283 0.183 0.271 0.462 0.271 0.154 
Feature stTSh stTSk stTSa stSPh stSPk stSPa 
Shapley value 0.282 0.427 0.274 0.185 0.362 0.295 

 
Table 4. Recognition results by using proposed method 

Mode of action Testing sample number 
Correct identification 

number 
Recognition rate (%) 

Walking 40 38 95 
Up stairs 40 36 90 
Down stairs 40 35 87.5 
Up slope 40 37 92.5 
Down slope 40 37 92.5 
Total 200 183 91.5 

 

 
 
Figure 2. Curve of relationship between number of features and 
recognition rate 

 
 

 
Performance analysis of different filter algorithms 
In order to test the proposed method empirically, 
several experiments have been carried out to 
evaluate the proposed approach comparing with 
the original feature selection methods Relief-F 
and mRMR. Relief-F is previously proved as one of 
the most successful filter feature selection 
method, is chosen as the baseline algorithm for 
comparison. Fig. 3 shows the comparison of the 
classification accuracy against the number of 
selected features. In Fig. 3, the number x on the X-
axis refers to the top x features with the selected 
descending order using different approaches of 
feature selecting, and accordingly the 
performance of classifier is represented on Y-axis. 
The validation is repeated five times and the final 
results are average values. 

The main idea of feature selection is to 
select a smaller number of optional features from 
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the full huge feature set. From Fig. 3 we can see 
that too small number of features cannot achieve 
the goal of improving recognition accuracy, which 
is not expected. If the number of the selected top 
features less than a certain amount in the three 
approaches, the accuracies are generally less than 
80%. In fact, the accuracy can reach 91.5% by 
proposed method with 16 features, 89.5% by 
mRMR with 14 features and 88% by Relief-F with 
20 features, which is also greatly smaller than the 
number of the original features. On the other 
hand, too many features selected provide no 
meaning for recognition accuracy of ELM and may 
also increase computational cost. Therefore, the 
number of selected features should stay in an 
accepted range. The recognition results of 
different approaches of filter algorithms are 
shown in Table 5 when the proposed method with 
16 features, mRMR with 14 features and Relief-F 
with 20 features. 
 

 
 
Figure 3. Accuracies versus different number of features 

 
Table 5. Comparison of different filter algorithms 

Pattern of 

gait 

Recognition rate (%) 

Proposed 

method 
RMR Relief-F 

Walking 95 2.5 95 
Up stairs 90 0 90 
Down stairs 87.5 7.5 87.5 
Up slope 92.5 7.5 85 
Down slope 92.5 0 82.5 
Total 91.5 9.5 88 

 
Performance analysis of different methods  
To better illustrate the proposed method, several 
experiments based on other methods have been 
carried out to compare with the result of the 
proposed method. In the feature selection part, 
this paper compares the results of method 
without feature selection, method with mRMR, 
method with Reilef-F. In the classifier part, this 

paper introduces BP network as the comparison. 
The recognition results and their time costs of 
these methods are shown in Table 6. All the 
experiments are conducted on a computer of 
Window 7, with an Intel(R) Core(TM) i3, 3.6GHZ 
and 4GB RAM. The algorithms are all 
implemented in Matlab.  
 
Table 6. Comparison of different methods 

Method 
Total accuracy 

(%) 

Time cost 

(second) 

Without feature selection+BP 87.8% 8.657 
mRMR + BP 85.4% 5.562 
ReilefF + BP 83.2% 6.834 
Coalitional game + BP 86.3% 7.542 
proposed method 91.5% 5.372 

 
It can be seen from Table 6 that the 

proposed method which use coalitional game-
based feature selection method and ELM has the 
highest accuracy rate and least time cost. The time 
cost of proposed method is very similar with that 
of mRMR+BP. Comparing the method of ours and 
the calitional game+BP, we can know that BP 
costs more time than ELM, and its accuracy is 
inferior with ELM. Moreover, from the results of 
mRMR+BP, Reilef-F+BP and coalitional game+BP, 
we can also draw the conclusion that our 
proposed features selection method has the 
highest accuracy rate between three these three 
selection methods, although its time cost is 
relatively high, it can select features with 
acceptable computational complexity. 
 
Conclusion 

In order to recognize the gait patterns of lower 
limb effectively, coalitional game-based feature 
selection method and ELM have been proposed 
for gaits of the lower limb of recognition in this 
paper. Comparing with Relief-F and mRMR in the 
experiments, results show that better 
classification has been obtained by the proposed 
method. Classifiers of BP network has been 
utilized to evaluate the effect of our proposed 
features selection method combined with ELM. In 
future, more subjects and more activities will be 
required to test the proposed method. 
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