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Abstract - Breast cancer is a life-threatening condition in which cancer cells grow in the breast 

tissues. Though mammograms are the most effective screening tools, they aren't always accurate in 

detecting malignancies at an early stage. Early detection is the most effective strategy to increase 

the chances of survival and to treat diseases as effectively as possible. The goal of this effort is to 

determine if breast cancer is benign or malignant and in an early stage. Pre-processing, 

segmentation, classification, and cancer stage detection are the primary steps. Pre-processing of 

mammogram pictures improves picture quality and decreases noise. GLCM approaches, which 

leverage four key qualities, are used to extract key characteristics from pre-processed pictures. To 

adjust the shape of the tumor boundaries, some morphological operations are performed. 

Clustering with the help of DWT is used to reduce the size of the image. The tumor stage will be 

determined by the final results. 
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1 Introduction 

Cancer is the second leading cause of 

mortality in children under the age of 

eight. Cancer claimed the lives of 8 million 

people. Breast cancers [19,20] in the 

ducts, the parts of the breast where milk 

passes, are called ductal breast cancers. 

Inflammatory breast cancer develops on 

the inside of the breast's pores and skin. 

Breast cancer is the second leading cause 

of death among women around the world. 

In 2019, women in the United States are 

predicted to be diagnosed with 268,600 

new cases of invasive breast cancer and 

62,930 new cases of non-invasive breast 

cancer. Early detection [16,17,24] is the 

most effective strategy to maximize the 

likelihood of successful treatment and 

long-term survival. In marketing, social 

science, finance, and medical, data mining 

has become the most effective technique 

for knowledge discovery. This paper is 

organized to have four sections. The 

literature and existing works are 

presented in Section 2. In Section 3, the 

proposed methodology has elaborated. 

The results and discussions are presented 

in Section 4. The results presented are 

proved to be accurate and efficient when 

compared to other models. 

 
Fig. 1. Mammogram Image 
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2 Related works 

The literature review of existing systems is 

detailed in this chapter. It deals with the 

discovery of breast cancer, as well as the 

stages of the disease and the actions done in 

response to them. This has aided in gathering 

information about the present systems' 

operations and procedures, which has aided 

in the project's modification. Finally, 10 fold 

cross-validations were used, and tests were 

run on three different classifiers.  

 Naive Bayes[1,4,5] proposes a training 

support vector classifiers, the SMO model 

uses John Platter's sequential minimal 

optimization approach. This approach fills all 

missing values globally and converts nominal 

characteristics to binary attributes. By default, 

all attributes are normalized. To evaluate all 

of the classifiers in this work, we used five 

performance measures: true positive, false 

positive, ROC curve[2,23], standard deviation 

(STD), and accuracy (AC)[7,11,12].  

RNNs are the group of Neural Network (NN) 

that are deep in sequential dimension and 

were exploited widely in time sequence 

modelling. In contrast to a traditional NN, 

RNNs are capable of processing the data 

points where the activation at every step is 

based on prior step. 

CNN exploits the spatial data [3,13,15,17] 

amongst the image pixels and therefore, they 

depend on “discrete convolution”. 

Accordingly, a gray scale image is presumed. 

HA-BiRNN [9,18] comprises of two layers of 

encoder that are exploited for sentence 

encoder and word encoder, respectively. 

Along with this, sentence-level attention and 

word-level attention are also considered. 

The authors have taken most popular BC 

detection methods namely; Naïve Bayes 

Classifier, Support Vector Machine (SVM) 

Classifier [22,23], Bi-clustering and Ada boost 

Techniques, 

R-CNN (Convolutional Neural Networks) 

Classifier, Bidirectional Recurrent Neural 

Networks (HA-BiRNN) [6–9,14]. These 

methods are described in this section. SVM 

Classifier technique [6,11,12] is an 

amalgamation of RFE and SVM.  

3 Proposed Method 

The breast cancer detection approach 

presented in this chapter is focused on the 

use of machine learning algorithms. Our 

system performs well in determining the 

stage of cancerous cells in the breast. 

Machine learning and MATLAB applications 

are used for pre- processing, clustering, and 

segmentation are shown in figure 2. 

 
4 Experiments and results 

4.1.1 Pre processing 

Pre-processing is used to boost image data by 

suppressing undesirable distortions such as 

pectoral muscle suppression and breast 

border extraction, as well as enhancing 

certain image features. Since digital 

mammograms are medical images that are 

difficult to interpret, a preparation process is 

required to ensure reliable results.  

4.1.2 Adaptive Median Filter 

The Adaptive Median Filter uses spatial 

processing to figure out which pixels in an 

image are influenced by impulse noise. By 

comparing each pixel in the image to its 

neighbouring pixels, it classifies pixels as 

noise. The size of the neighbourhood and the 

reference threshold can also be changed. The 
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median pixel value of the pixels in the 

neighbourhood that passed the noise labelling 

test is then used to replace the noise pixels. 

4.1.3    Feature Extraction 

Feature extraction is a technique for 

minimizing the amount of data to be 

processed while still accurately and 

completely representing the original data set 

by selecting or combining variables into 

features. The grey level co-occurrence matrix 

is used to extract features in this paper. 

4.1.4 K-means Clustering 

The K-Means Clustering is an unsupervised 

learning process which deals with finding a 

structure in a collection of unlabelled data. A 

cluster is a collection of objects which are 

related and unrelated to the objects fit into 

other clusters. The K-means clustering 

technique that groups N pixels of an image 

into K number of clusters, where K < n and K is 

a positive integer. The main drawback of ‘K’ is 

that the number of clusters must be 

computed and it does not yield the same 

result each time the algorithm is executed and 

the resulting clusters depend on the initial 

assignments of centroids.  

4.1.5 Fuzzy C-Means Algorithm 

Fuzzy clustering plays an important role in 

solving problems in the areas of pattern 

recognition and fuzzy model 

identification. To avoid the rapid 

convergence and always grouping into 

one cluster, one use before standardizing 

the weights over Q. Where wmax, wmin are 

maximum or minimum weights over the 

weights of all feature vectors for the 

particular class prototype.  

                         w[q,k] = (w[q,k] – wmin)/( 

wmax – wmin)                 (1) 

After the fuzzy c-means iteration, for the 

purpose of comparison and to pick the 

optimal result, one adds Step 9 to 

calculate the cluster centres and the 

modified Xie-Beni clustering validity   

:The Xie-Beni validity is a product of 

compactness and separation measures. 

The compactness-to-separation ratio  is 

defined by Equation. 

                                  = 

{(1/K)(k=1,K)k2}/Dmin2                      (2) 

k2  =(q=1,Q)  wqk || x(q) – c(k) ||2 

Dmin is the minimum distance 

between the cluster centres.  

The variance of each cluster is calculated 

by summing over only the members of 

each cluster rather than over all Q for 

each cluster, which contrasts with the 

original Xie-Beni validity measure. 

                                     k2  ={q: q is in 

cluster k}  wqk || x(q) – c(k) ||2           (3) 

The spatial function is included into 

membership function as given in 

Equation. 

4.1.6 Cuckoo Search Optimization 

Algorithm (CSOA) 

Cuckoo search is one of many nature-

inspired algorithms used extensively to 

solve optimisation problems in different 

fields of engineering. The CS optimisation 

algorithm is basically based on the 

following three rules: 

• Each cuckoo selects a nest randomly and 

lays one egg in it. 

• The best nests with high quality of eggs 

will be carried over to the next generation 

• For a fixed number of nests, a host 

cuckoo can discover a foreign egg with a 

probability є  [0,1]. In this case, the host 

cuckoo can either throw the egg away or 

abandon the nest and build a new one 

somewhere else.  
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4.1.7 Feed-Forward Neural Network 

(FFNN) 

The feed-forward neural network is used 

in this research for the mammogram 

image classification and validation of 

results. The different sizes of hidden 

layers are used to classify the 

mammogram image. The input features 

selected for the network is nine and 

output image classification is two (Normal 

and abnormal). The test images of 

mammogram and results are given in 

figure 3. The feed-forward neural network 

structure and best validation performance 

as shown in figure 4.(a) and (b).

 

 

 

 

 

 

 

 

 

Fig.3. Mammogram Test Images 

 

 

 

 

 

 

 

 

 
               (a)                                                                               (b) 

Fig. 4. (a) Feed-Forward Neural Network    (b) Validation Performance curve 

 Table 1.Training Results 

Parameter Initial Value Stopped Value Target Value 

Layer Size 10 20 30 10 20 30 10 20 30 

 

Epoch 0 0 0 31 13 14 1000 1000 1000 

Elapsed Time - - - 00:00:01 00:00:01 00:00:01 - - - 

Performance 0.909 0.465 1.61 0.0202 0.0247 0.0261 0 0 0 

Gradient 1.32 0.528 2.42 0.00851 0.01 0.00863 1e-06 1e-06 1e-06 
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Fig.5. Validation of results 

 

5 Conclusions 

This system provides a solution for the detection of tumor at an early stage and it is an 

efficient method for identifying the tumor. The proposed system is highly practical values in 

realizing information and segmenting the tumor images. Digital mammogram image is taken 

as input. The Input Image is first deionized using Standard Median Filter. Then edges of the 

images are enhanced. Pre-Processing is used to convert RGB image to gray scale image, 

after this process Dual-Tree Complex Wavelet Transform is used to enhancement the 

discrete wavelet transforms and GLCM Matrix method is used with gray-level value I occur 

either horizontally, vertically, or diagonally to adjacent pixels with the value.  
 

Table 2 Performance analysis of existing Breast Cancer methods 

Methodology Accuracy Precision Recall 

 

Naïve Bayes  95.61 95.65 93.61 

Support Vector Machine 95.61 95.65 93.61 

Bi-clustering and Ada boost model 95.75 95.72 96.26 

Recurrent Convolutional Neural Networks(RCNN) 91.3 91.3 89.3 

Bi-directional Recurrent Neural Networks(HA-BiRNN) 85.20 80.09 79.03 

Deep Neural Network with Support Value(DNNS) 97.21 97.9 97.01 

Proposed Methodology – Feed-forward Neural Network(FFNN) 98.12 98.85 97.04 

 

The image features such as energy, 

contrast, correlation, Homogeneity etc., 

to be extracted from the image. The 

different sizes of hidden layers are used to 

classify the mammogram image. The input 

features selected for the network is nine 

and output image classification is two 

(Normal and abnormal). The performance 
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analysis of different breast cancer 

methods are compared with accuracy, 

precision and recall parameters. The 

proposed algorithm classifies the input 

image with an accuracy of 98.12 %. It is 

ensured that the proposed algorithm is 

advantageous in both performance, 

efficiency and quality of images are 

decisive in the modern medical systems. 
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