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Abstract— All of us are familiar with potatoes as a vegetable. In India, growing potatoes has become quite popular in recent 

years. However, diseases like early blight and late blight are impeding potato production and driving up production costs. To boost 

potato production and digitize the system, the goal is to create an automated and quick disease detection method. Our primary 

objective is to use leaf images to diagnose potato disease using the CNN algorithm. This paper provides a visual representation of 

how automated systems based on machine learning will identify and categorize potato leaf diseases. The most effective method for 

identifying and analyzing these disorders is image processing. In this analysis, picture division is carried out; over 2000 images of 

healthy and unhealthy potato leaf are taken from Kaggle, and a few pre-made models are used to identify and classify healthy and 

diseased leaves. With 30% test data and 70% train data, the algorithm successfully predicts one of them with an accuracy of 

91.41% in testing. Our results demonstrate that CNN outperforms all currently available tasks for detecting potato disease. Soft 

computing technology is desired by plant pathologists for the precise and dependable diagnosis of plant diseases. 
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I. INTRODUCTION 

All throughout the world, people are familiar with 
potatoes, which are also a staple diet in many nations. 
Another name for potatoes is the root of all veggies. 
Because India is a country with a large agricultural sector 
and produces a variety of crops, potatoes play a significant 
role in our economy. India is the world's second-largest 
producer of potatoes. About 43,000,000 tons of potatoes 
were produced in India in 2018. The key factor is 
expanding potato production because the demand is 
steadily rising worldwide, and it is necessary to sell as 
much as our region can. 

However, the reality is that due to a dangerous sickness 
that has been affecting the produce and export in recent 
years The disease can occasionally be seen on the infected 
potato leaf. The plant's leaves will occasionally develop 
spots as well. The early and late blights are the most 
typical potato diseases. The majority of the early blight 
signs are tiny, black lesions, while the late blight 
symptoms can appear blistering boiling water, gradually 
rotting, and drying out. Using CNN technique, these 
pathologies will be distinguished from potato leaves. 

Particularly advantageous for farmers. There are three 
different categories of processed photographs available. 
They are healthy, early, and late blight. The total amount 
of two areas of pictures are isolated, one for training and 
the other for testing. Around 75% of the images are in the 
training section. 

Disease identification and segmentation are crucial, 
however because soybean diseases are active in the real 
world, conventional segmentation algorithms like ask-
means and color-based segmentation cannot produce 
segmentation results with speed and accuracy.
 However, deep convolutional neural networks 
(CNNs), a recent development in machine learning, has 
shown that learned representations are more efficient and 
effective. The key benefit of as a result of representation 
learning, computer programs can automatically recognize 
objects in large collections of photos traits that can 
accurately identify photographs. 

Few researchers have suggested using CNN to classify 
plant diseases and identify leaves. Using straightforward 
leaf photos of healthy and ill plants, the reported 
convolutional neural network models execute plant and 
disease, detection, and classification tasks with an accuracy 
of 99.53%. Convolutional neural networks are used by all 
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of these suggested methods as both feature extractors and 
classifiers. We found that combining the CNN network 
with a shallow classifier could improve network 
performance. 

 

 

Fig. 1. Infected Potato leaves 

II. LITERATURE REVIEW 

I. Krishna Mitra: Using Machine Learning to Identify 
Diseases in Plants is a research paper. Here, they used 
CNN model methodology's Tensor Flow Framework to 
carry out their project. This model's benefit was that it only 
calculated leaf area and fungi induced illnesses in 
Sugarcane is easily identifiable. The drawback of was that 
it required High Computational Complexity to implement. 
In a research paper titled “Severity Identification of Potato 
Late Blight Disease from Crop Images Captured under 
Uncontrolled Environment”. Researchers used Fuzzy c-
mean clustering, Neural Network in implementing the 
model. Does not need special training to farmers as dataset 
has images in different angles was the main advantage of 
the model. The only disadvantage was that the images 
captured by untrained farmers were not oriented and 
contain cluster of leaves with background visible in several 
segments. 

In a research paper titled “Potato Disease Detection 
Using Machine Learning”. Image processing was the used 
technology over here. Use of CNN. 

Model gained 90% validation accuracy was the major 
pro in this project. Large Training Model Is Required was 
the major drawback of this model. 

The deep learning method mask R- CNN was 
suggested in a study titled "Detecting the Infectious Area 
and Disease Using Deep Learning in Tomato Plant 
Leaves." The advantage of this was that disease 
identification in plant leaves may be improved and speeded 
up by utilizing the R-CNN mask. Its drawback was that it 
required extra. 

II. Santanu Phadikar and Jaya Sil (2008): combined image 
growth and image segmentation techniques to describe a 
software prototype system for disease diagnosis. 

III. Ajay A. Gujar (2010): Regularization and extraction 
technology was researched by et al. They described the 
Eign features of this technology and found that it provided 
greater accuracy than other detection feature technologies. 

IV. Geng Ying (2008): et al. investigated image processing 
techniques. Cucumber powdery, speckle, and downy 
mildews were employed as study samples for this purpose 
in order to compare the effects of simple and medium 
filters. 

V. H. Al-Hairy & et al. (2010): explains the three ways to 
diagnose leaf disease: 1) To identify the affected using K-
means Clustering, a leafy portion. 2) Using color 
cooccurrence to repair the damaged portion of the leaf way 
for analyzing texture. 3) To use neural networks (NNs) to 
find and categories the different types of diseases. in depth. 

 Obtaining RGB photos of leaves and applying a color 
transformation structure come first. Following that image 
is segregated using the K-means clustering methodology, 
with the green pixels' values masking and removed before 
using Otsu's method to get the object's threshold value. 
The zero value is set for the RGB images when converting 
the color co-occurrence approach. Following that, infected 
clusters were converted to Hue Saturation Value (HSV), 
and each image's texture analysis was performed using the 
SGDM matrix. Finally, neural networks were used to 
implement the solution after realizing the problem. 

VI. J. Garcia Arnal Barbedo et al. (2018): utilized 
photographs to identify and recognize illnesses using the 
Annotated Plant Pathology Databases. 

VII. Adnan Mushtaq et al. (2019): proposed a model for 
identifying plant diseases and suggests remedies through 
coevolutionary neural networks. et al, Raghavendran S. 

VIII. Liu, LOuyang, W and Wang, X et al. (2020): more 
than 300 research publications were analyses, covering a 
variety of viewpoints on the detection of generic objects, 
such as frameworks for identification, representations of 
object attributes, creation of object proposals, context 
modelling,training approaches, and metrics for evaluation. 

III. METHODOLOGY 

 In this project's study has gone through several stages. 
in the shape of an analytical framework. There are four 
steps in the suggested research framework, which are as 
follows: 
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A. Data Collection 

The images of potato leaves sorted into three 
categories—healthy leaves, early blight, and late blight—
make up the dataset used in this project. 

 The "Plant Village Dataset" dataset was downloaded 
from the Kaggle website. Data used is as follows: 

 

 

TABLE I.  TABLE DATASET DETAILS 

B. Pre-Processing Data 

Currently, 1150 potato leaf photos from three 

classes—healthy, early 

 

 
 

C. Classification 

After the above processes, further we need to classify  
images using Convolutional Neural Network (CNN) 
architecture. CNN is a supervised learning method where 
identification of image by training existing dataset and 
targeting image variables. The convolutional layer in CNN 
helps neural network to recognize potato leaves based on 
the attributes that they have. Neural network uses pixels in 
the picture to recognize images of potato leaves. In this 
project we will be using image with size 150X150X3; 
where it will have three channels, that are red, green, and 
blue. The leaf image will be convoluted with a filter firstly. 
Then pooling will be applied to reduce the resolution of the  

 

 

 

 

 

 

 

image with keeping its quality intact. MaxPooling will 
be used on output image. In the next step, this layer us 
being flattened. This will change the feature map resulting 
from pooling into vector form. This project has the 
proposed model for CNN architecture in identifying 
diseases in potato leaves using 4 convolutional layers and 4 
MaxPooling. 

 

 

 

Fig.2. Represents the convolution us in K over the image 
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Fig.3. describes the max-pooling from window and reducing the 
dimension form 

D. Model Building 

The sequential model is created using CNN. We have 

rectified linear units for this. Additionally, 

 SoftMax is utilized as a predicting activation. 

 

which depends on the maximum likelihoods. The 

equation for the SoftMax function is given below: Here, 

X𝑇 W signifies X and W's internal product. 

RESULT 

A plant village dataset that includes 1000 photographs of 

early blight, 1000 images of late blight, and 152 images of 

healthy potato leaves was used to create the 2152 images 

of leaves used in this proposed model. The training 

portion of the dataset has 1700 images (70%) while the 

test portion contains 452 images (3%). Several previously 

trained models, 

 including inceptionV3, VGG16, and Among the VGGs 

utilized for feature extraction, VGG19 produced the best 

results, as shown in table 3 below. For classification, a 

variety of classifiers including KNN, SVM, Neural 

Network and logistic regression are used. of which 

 Logistic Regress ion provides the most advanced 

solution. 

has a 97.7% classification accuracy. Performance 

measures  like AUC (Area Under the Curve), CA 

(Classification Accuracy), Precision, Recall, and F1-Score 

are calculated to assess the effectiveness of the model. 

 

 
 

 

 
 

 
 

Fig.7. ROC plot of Late blight class using VGGI 9 with Logistic 
Regression 

 

 

Fig.8. Classification accuracy 

V. CONCLUSION 

This study proposes a classification-based approach 

to identify late blight, early blight, and healthy leaf photos 

of potato plants using deep learning techniques and 

convolution neural networks. We discovered that CNN 

works well for this kind of item classification. This 

Model improves validation accuracy by 91.41%. This 

kind of undertaking, in our opinion, will be extremely 

important for the agriculture industry. the majority of 

farmers in the 

Indian villages lack literacy and have incomplete 

knowledge of the disease. We believe that this work has 

the potential to alter the Indian potato farmer. In order to 

accomplish classification, studies have been done on 

photos of both healthy and sick leaves. The proposed 

method successfully distinguishes between three different 

types of potato leaf diseases, it is concluded. 

VI. FUTURE SCOPE 

The potato grower in India. Studies on images of both 

healthy and ill leaves have been conducted in order to 
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achieve classification. It is determined that the suggested 

method successfully distinguishes between three different 

types of potato leaf diseases. 

The database will subsequently be connected to the 

interface over the internet. We'll also try to apply these 

kinds of suggested methods to a variety of tasks, like 

identifying different kinds of plants with leaves. 
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