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ABSTRACT 

This paper aims to develop an efficient and accurate multi-sensor integration method for land vehicle navigation.

For this purpose, a novel multi-sensor integration model was created based on quantum neural networks (QNNs)

and back-propagation training. According to the information interaction mode of biological neurons and the theory

on the QNNs, the author firstly put forward a QNN consisting of weighting, aggregation, activation and prompting,

and then built a QNN model based on the proposed network. Then, the multi-layer feedforward QNN was combined

with back-propagation learning to form a multi-sensor integration approach for land-vehicle navigation. Finally,

the efficiency and accuracy of the proposed approach was verified through simulation and field test. This research

sheds new light on the integration of data from multiple sensors and the improvement of land-vehicle navigation. 
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Introduction 

Quantum neural networks (QNNs) are neural 

network models based on the principles of 

quantum mechanics (Guptaa et al., 2001; 

Purushothaman et al., 1997; Behrman et al., 2000; 

Toth et al., 2000). The existing methods for QNN 

research fall into two categories: one improving 

the existing neural network through processing of 

quantum information, and the other exploring 

potential quantum effects in the brain (Satinover 

et al., 2001; Jabbarpour et al., 2002; Mould et al., 

2004). Focusing on QNN computing, researchers 

have combined artificial neural network (ANN) 

models with classic quantum theory into effective 

QNNs algorithms (Silva et al., 2015; Panella et al., 

2011). 

Most QNN learning algorithms follow the 

traditional model of an ANN to learn the input-

output function of a given training set, and rely on 

traditional feedback mechanism to adjust 

parameters of the network until they converge to 

an optimal state (Rigatos et al., 2006). Recent years 

saw the emergence of a new post-learning method 

that improves set of weights based on analogy with 

quantum effects occurring in nature. During the 

analogy, a biological neuron is simulated as a 

semiconductor heterostructure involving one 

energetic barrier sandwiched between two 

energetically lower areas (Kapanova et al., 2017). 

Compared to the traditional model, this new 

algorithm can be achieved with the minimal 

additional computing costs.  

The QNN research covers many computing 

perspectives rather than be limited to quantum 

effects in biological neural networks (Zhou et al., 

1999; Narayanan et al., 2000; Gandhi et al., 2014). 

For instance, much attention has been paid to 

multi-sensor integration, which aims  
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to collect data from different sensors for achieving 

the optimal navigation solution (Unsal et al., 

2002). Traditionally, the data from different 

sensors are combined by a filter through the 

process shown in Figure 1. 

 

 
 

Figure 1. Traditional process of multi-sensor integration 

 

The traditional process may contain errors 

from various sources. As shown in Figure 1, the 

initial error state ����and the corresponding error 

covariance ��� are assumed before the integration. 

Both are updated automatically when the filter 

enters the updating mode. In this way, the filter 

integrates all data together to give the optimal 

evaluation of the error state (Chen et al., 1992). 

The above data integration process may apply to 

multi-sensor integration but has some drawbacks 

in land vehicle navigation. After all, it is 

immensely difficult to make optimal estimation of 

errors owing to the update of GPS position or 

velocity. 

For efficient and accurate land vehicle 

navigation, this paper creates a multi-sensor 

integration model based on multi-layer 

feedforward QNN, which uses a back-propagation 

learning algorithm. 

 

QNN model 

QNN 

ANNs are a family of computing models inspired 

by the biological neural networks in the human 

brain. These networks are aggregated by identical 

units called neurons (Schuld et al., 2015). Figure 2 

illustrates the basic model of the neurons. 

Each neuron consists of three parts: the 

weight link ���, the activation function 	
∙� for 

neuron output, and the final output 
� . Among 

them, the weight link adds up all input values 

weighted through neuron (��) and external bias 

(��). 

 
 

Figure 2. Basic model of neurons 

 

The proposed QNN model (Figure 3) 

covers weighting, aggregation, activation and 

prompting. Specifically, weighting simulates the 

bond strength between synapses in the neuron; 

aggregation simulates the time and space 

integration of stimuli received by multiple 

synapses; activation simulates the interaction 

effect of the membrane potential changes and the 

active value of the neurons; prompting simulates 

the nonlinear features of neurons like excitation, 

inhibition, fatigue, refractory period and 

threshold. 

 

 
 

Figure 3. The proposed QNN 

 

Note: |�� � is the weight of ��, |	 � is the 

active value, Σ is an aggregation operator, F is the 

activation function, and f is the inspirit function. 

In the proposed model, X � 
��, ��, … ���� 

is the input vector; y is the real-valued output; |� �� 
|�� �, |�� �,… |�� ���is the weight, with |�� �� 
��� �, �!" ��� , ! � 1,2, …n ; |	 ��
���&, �!"&�� is the active value; ' is the threshold. 

The input-output relationship of the QNN 

model can be expressed as: 

 y � )
*
+�	|� �, |	 �� - τ�
� ) /0�� 1 ��|	 � -τ�

�2� 3
� )
0�� cos
 � - &� -�

�2� τ� 
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where F is the inner product operator; f is 

the sigmoid function. 

 

QNN model 

According to the proposed QNN model, a three-

layer feedforward QNN model was established 

with a certain number of neurons (Figure 4). The 

three layers are the input layer, the middle layer 

and the output layer. 

 

 
 

Figure 4. The proposed QNN model 

 

Note: n, p and m are respectively the 

number of quantum neurons in the input layer, 

the middle layer and the output layer; �� is the 

network input; 7� is the hidden layer output; 
�  is 

the network output; |��� � is the hidden layer 

weight; |	� � is the active value of the middle 

layer; '� is the hidden layer threshold; |��� � is 

the output layer weight; |	� � is the active value 

of the output layer; '�  is the output layer 

threshold. 

The input-output relationship of the 

proposed QNN model can be expressed as: 

 


� � ) 807� 1 ���|	� � -'�9
�2� :

� ) 80);∑ �� 1 �����2� =	� � -'�> 1 ���|	�
9

�2�
� -'�:
� )
0)
0�� cos; �� - &�> - '��

�2� �9
�2� ���; �� - &�>

- '�� 
 

where ! � 1,… , ", ? � 1,… , �, @ � 1,… ,A. 

 

Multi-Sensor Integration Based on QNN Model 

Three-layer QNN model with back-propagation 

learning 

As mentioned above, the proposed feedforward 

QNN model consists of the input layer, the hidden 

layer, and the output layer. The numerous input 

layer neurons are responsible for receiving the 

input; the output layer neurons are responsible 

for delivering the output to the user; the middle 

layer, through its nonlinear activation function, 

enables the QNN to solve nonlinear problems. 

The proposed QNN model can integrate 

the data from multiple sensors. On this basis, the 

model was trained with a back-propagation 

mechanism for application in land-vehicle 

application. The trained model is displayed in 

Figure 5. The output of the model is the disparity 

between the current and previous positions of the 

inertial navigation system. 

 

 
 

Figure 5. QNN trained for land-vehicle navigation 
Note: V(t–1) is the velocity of the inertial navigation system; B
C - 1� 

is the direction of the inertial navigation system; DN(t) and DE(t) are 

the current and previous positions of the system, respectively. 

 

Design and training of the QNN for land-vehicle 

navigation 

The QNN can be trained through learning the 

input signal and expected output of training 

samples, without needing any prior knowledge. 

The signal propagation in the training of the QNN 

is presented in Figure 6. 

 

 
 

Figure 6. Signal propagation in the QNN 

 

The network error D�
C� can be obtained as: 

 D�
C� � E�
C� - F�
C� 
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where F�
C�[EH
C�, DH
C�] is the final output of 

the QNN; E�
C� = [JEH
C�, DEH
C�]  is desired 

output. The network error lays the basis for 

adjusting the weights of neurons. 

In the training process, the weight and 

active value of quantum correction can be 

obtained by the single bit quantum logic gates. 

The correction formula can be expressed as: 

 

 

 
 

The core idea of the algorithm is to set the 

rotation angle of the quantum logic gates ∆ 
C� 

and ∆&
C�  and modified amount of threshold 

∆'
C�, such that all three parameters can converge 

rapidly through iteration: 

 

 
C + 1� =  
C� + M 
C� 

&
C + 1� = &
C� + M&
C� 

'
C + 1� = '
C� + M'
C� 

 

The error signal D�
C� can be acquired by 

forward computation, while the backward 

computation of gradient N can be expressed as: 

 

 
 

The weights can be calculated by the 

following rules: 

 

 

 
 

Methods 

Two experiments were carried out, including a 

simulation and a field test. 

 

Simulation 

To validate the proposed QNN model, two road 

conditions were simulated, including a smooth 

road conditions (Figure 7) and a harsh road 

condition (Figure 8). 

 

 
 

Figure 7. The smooth motion trajectory 

 

 
 

Figure 8. The harsh motion trajectory 

 

Then, a 512-neuron QNN was adopted to 

simulate the smooth trajectory and the harsh 

trajectory. To verify the accuracy, the number of 

neurons in the middle layer was increased from 

16 to 1,024. The prediction accuracy of the output 

should increase with the number of neurons. The 

predicted outputs for the smooth and harsh 

motion trajectories are shown in Figure 9 and 

Figure 10, respectively. 

 

 
 

Figure 9. Predicted output for smooth motion trajectory 
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Figure 10. Predicted output for harsh motion trajectory 

 

As shown in the two figures above, the 

number of position errors was reduced with the 

addition of neurons. However, the overflow of 

neurons may cause the over-constrained problem 

and thus lower the reliability of the output. 

Overall, the 512 middle layer neurons of the 

proposed model provided acceptable accuracy in 

the training. 

Next, the standard deviation was 

simulated to identify the effect of random noises. 

The parameters of the simulation cases are listed 

in Table 1. The effects of velocity and direction 

errors on position errors are respectively 

displayed in Figure 11 and Figure 12. 

 
Table 1. Parameters of simulation cases 

Cases Velocity errors(m/s) Heading errors 

 A B C D a b c 

Standard deviation 1 10 50 100 1 3 5 

 

From Figures 11 and 12, it can be seen that the 

proposed QNN network was less sensitive to 

velocity errors than direction errors. Hence, the 

effect of direction errors are more significant than 

that of velocity errors. 

 

 
 

Figure 11. Influence of velocity errors on position errors 

 

 
 

Figure 12. Influence of direction errors on position errors 

 

Field test 

This subsection is about the field test performed 

to verify the performance of the proposed QNN 

model. The 2,600s-long field test contains two 

phases. In the first 2,200s, both the inertial 

navigation system and the global positioning 

system measurements were available and the 

QNN model was in the training mode. In the last 

400s, the QNN model ran in the prediction mode. 

The real trajectory and the trajectory 

generated by the QNN model are shown in Figure 

13 and Figure 14, respectively. Comparing the two 

trajectories, it is clear that our QNN model has 

achieved a good efficiency and accuracy. 

 

 
 

Figure 13. The real trajectory 

 

 
 

Figure 14. The trajectory generated by the QNN model 
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Conclusions 

This paper proposes a multi-layer feedforward 

QNN with back-propagation learning, and applies 

it to integrate multi-sensor data for land-vehicle 

navigation. Then, the proposed QNN model was 

tested through simulation and field test. The 

experimental results show that our model can 

integrate multi-sensor data for automatic 

navigation and achieve a high efficiency and 

accuracy through training. 
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