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Abstract: 
The current wireless Unmanned Aerial Vehicle (UAV) approaches based on supervised learning have a 
high false detection rate, making it difficult to recognise novel types of attack activities, and increasing 
the cost of collecting labelled network data. The method employs unsupervised learning and does not 
require human tagging of large amounts of wireless network data. As a result, it can quickly obtain 
training data sets and discover unknown assault patterns. The multi-view cosine distance method for 
hierarchical clustering is introduced. This makes clustering results more rational, network behavior 
assessment more accurate, and intrusion detection false detection rate lowered. The experiment uses 
the AWID (Aegean WIFI Intrusion Dataset) attack data collection. The principle component analysis 
approach decreases the dimensionality of the experimental data set, reducing the temporal complexity 
of the intrusion detection algorithm. The experimental findings reveal that the proposed multi-view 
hierarchical clustering wireless network intrusion detection algorithm outperforms the classic wireless 
network intrusion detection method in terms of detection rate, false detection rate, and unknown 
attack types. 
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I. INTRODUCTION 

The rapid development of wireless local area 
network technology and mobile communication 
equipment makes the WiFi network 
environment gradually popularized and 
integrated into people's lives, making WiFi a 
target of network attacks. Wireless network 
crimes such as "rubbing the Internet" and 
"wireless phishing" occur from time to time, 
causing information security risks such as 
personal data leakage and tampering and even 
leading to significant economic losses [1]. The 
continuous evolution and upgrading of network 

attack behaviors make the network security 
problems in the wireless network environment 
more and more severe and become a new 
dilemma for information security. 
As researchers have paid more attention to 
unsupervised anomaly detection, a number of 
useful data mining and machine learning 
methods have been used to find anomalies 
without any help. Among other things, author 
[4] came up with a new method for detecting 
clustering that takes into account the degree of 
cluster deviation (Deviation Degree) when 
labelling clusters, and the (Improved Nearest 
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Neighbor, INN) algorithm is used in clustering. 
This algorithm improves the quality of 
clustering. Author [5] came up with an 
unsupervised way to find out if something is out 
of the ordinary. This model combines all 
attribute clustering and feature attribute 
clustering. Service sets are divided into different 
groups by the model. Then it does all attribute 
clustering and part of it for related attribute 
clustering, and the method with the best 
training results is used for the service detection 
model. Using an improved clustering algorithm 
called "Clustering Using Representative, CURE," 
the author came up with an unsupervised way 
to find out when something isn't right. As long 
as the performance of the original CURE 
clustering technique remains constant, we may 
make more perfect clusters by reasonably 
enhancing it, which also provides us with more 
pure normal behaviour data for building a 
normal behaviour model. Author [7] devised a 
method to reduce false negatives and false 
positives caused by outliers and normal values 
interacting with one other. He proposed 
utilising the reverse K-nearest neighbour 
approach to filter outliers and using statistical 
distance as the distinct group data. The 
measure of how similar they are, the algorithm 
has a high rate of spotting anomalies and is very 
stable. At the moment, the clustering or K-
nearest neighbor algorithms used by these 
unsupervised anomaly detection methods are 
not flexible enough to change the number of 
clusters when the wireless network 
environment changes in real time [8]. Besides, 
most algorithms use Euclidean distance as a 
measure of how similar two data objects are. 
For high-dimensional data, it is better to use 
cosine distance to describe than Euclidean 
distance [9]. This is how the full-granularity 
clustering algorithm proposed by author [10] 
works: It uses cosine distance to show how 
similar data objects are, and it comes up with a 
better and more accurate clustering result than 
Euclidean distance. That is not the case with this 
algorithm. Instead, it grids the Euclidean space 
to find the reference points. The cosine distance 

measurement, on the other hand, has a lot of 
internal factors that can change how well it 
works. Gridding in the Cartesian coordinate 
system, on the other hand, picks a lot of 
reference points and is more difficult.  Authors 
are proposing various techniques[17-20] in 
wireless network to identification of users. 
This research proposes an unsupervised 
wireless network intrusion detection technique. 
Hierarchical clustering and the selection of 
reference points from various viewpoints are 
the foundations of this approach [21][22]. In 
order to deal with today's ever-changing and 
complicated wireless network environment, it is 
possible to adjust the distance threshold for 
hierarchical clustering during the clustering 
process. It also comes up with a mechanism to 
quantify distance for hierarchical clustering: the 
multi-view cosine distance. A number of views 
are taken into account while assessing the 
similarity between two data items. As a result, 
there is a closer connection between the data 
points [23][24]. Due to the increased reliability 
and accuracy of the similarity measure, the 
detection rate of the intrusion detection 
algorithm and the false detection rate have 
increased and declined, respectively. This 
similarity metric is much superior to the usual 
Euclidean distance measure for comparing 
outlier data points and data items that are not 
part of a cluster. The experiment in this paper is 
based on data from the AWID public wireless 
network. When there are fewer variables in the 
dataset, a technique may execute more quickly 
and efficiently, and Principal Component 
Analysis (PCA) is utilised to do this. When 
compared to a more traditional technique, the 
proposed wireless network intrusion detection 
algorithm beats the more traditional one in 
terms of identifying both known and new attack 
types [25][26]. 
II. WIRELESS NETWORK INTRUSION DETECTION 

BASED ON MULTI-VIEW HIERARCHICAL 

CLUSTERING 
2.1 Wireless Network Intrusion Detection 

Process 
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The wireless network intrusion detection 
process [11] mainly includes the following 
modules (1) Wi-Fi network data acquisition; (2) 
data preprocessing; (3) classifier learning; (4) 
building a classifier; (5) wireless network data 
detection ; (6) Response mechanism. Among 
them, modules (1) (2) (3) (4) belong to the 
intrusion detection learning stage, and modules 
(5) (6) belong to the detection stage. Wi-Fi 
wireless network data is generally obtained 
through wireless network monitoring devices in 
the actual network environment [27][28][29]. 

First, the received wireless network data is 
preprocessed and entered into the classifier 
learning module. Then, a classifier that can 
judge the behavior of network data is 
constructed by training a large amount of 
wireless network data. Finally, the detection 
module analyses and evaluates the wireless 
network real-time traffic to determine its 
behavior category, and the intrusion detection 
and response mechanism are activated 
promptly. The detection process is shown in 
Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.1 Schematic diagram of wireless network intrusion detection process 
Classic classifier-building techniques include the 
K-means clustering algorithm and the (K-
Nearest Neighbor, KNN) classification algorithm. 
This method classifies and learns data sets 
based on differences in network data 
behaviour, extracts network data behaviour 
features, and creates data classifiers for real-
time monitoring. Different detection systems 
will often set suitable data behaviour 

assessment thresholds based on various 
network settings and network states. In the 
process of intrusion detection, the detection 
system will output the final judgment result of 
the data behavior in combination with the 
classification situation of the classifier and the 
setting of the threshold. With the continuous 
diversification and complexity of wireless 
network intrusion behaviors, K-means and KNN 
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algorithms with a fixed number of classifications 
can no longer meet the needs of intrusion 
detection systems. In unknown wireless 
network environments, intrusion detection 
systems cannot obtain network data in advance. 
This phenomenon dramatically reduces the 
learning ability and classification performance 
of data classifiers based on K-means and KNN 
algorithms with a fixed number of 
classifications. The hierarchical clustering 
approach is used to design the classifier in this 
study to minimise the impact of the stated 
number of classification K on the classifier's 
performance. In contrast to the K-means and 
KNN algorithms, the hierarchical clustering 
method allows for more control over the 
number of classifications by adjusting the 
hierarchical clustering distance threshold while 
building the classifier. As a result, the 
categorization outcomes are consistent with the 
present wireless network environment. 
2.2 Hierarchical Clustering Algorithms 
The main idea of hierarchical clustering [12] is 
to divide the data set at different levels, which 
can be divided into two forms: "bottom-up" 
aggregation strategy and "top-down" splitting 
strategy. The "bottom-up" approach treats each 
raw data as a single cluster and continuously 
aggregates small groups into large groups. The 
"top-down" process begins by treating all data 
as a cluster, by dividing extensive collections 
until every single data is separated. Combined 
with the data characteristics of the wireless 
network data set AWID, this paper adopts the 
"bottom-up" hierarchical clustering aggregation 
strategy. The clustering termination condition 
meets the preset distance threshold α or 
reaches the preset number of clusters k. The 
key to hierarchical clustering is choosing the 

distance between clusters and determining the 
clustering threshold α. In the clustering process, 
each group is a set of data samples. When 
calculating the distance between clusters, it is 
only necessary to calculate a certain distance 
between the set locations the collections Di and 
Dj are given, and the following formula can 
calculate the distance: 
The minimum distance between clusters: 

emin (Di, Dj) = minx∈Di,,z∈Dj
 dist(x, z)(1) 

Maximum distance between clusters: 

emax (Di, Dj) = maxx∈Di,z∈Dj
 dist(x, z)      (2) 

Average distance between clusters: 

eavg (Di, Dj) =
1

|Di||Dj|
∑ ∑  dist(x, z)x∈Dix∈Di

  (3) 

where |∙| is the cardinality of the set. 
As a measure of the distance between clusters, 
the average length comprehensively measures 
the influence of all data objects in the group on 
the distance between clusters, which is more 
suitable for the classification of wireless 
network data sets and increases the robustness 
of the clustering algorithm. Figure 2 is a 
schematic diagram of bottom-up hierarchical 
clustering. The abscissa represents the data 
objects in the network dataset, numbered p1-
p6, and the ordinate is the distance between 
clusters. The clustering process is shown in 
Figure 3. The clustering process can be 
terminated in the hierarchical clustering 
algorithm according to the preset distance value 
or the number of clusters, and the 
corresponding clustering results can be 
obtained. For example, when the distance 
threshold is set to 0.118 (as shown by the 
dotted line in Figure 2), the following clustering 
results can be obtained: 
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Fig.2 Hierarchical clustering diagram 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 Hierarchical clustering process diagram 
 

2.3 Wireless network intrusion detection 
algorithm based on multi-view 
hierarchical clustering 

Input: A sample set containing n data objects Y= 
{y1, y2, …, yn} multi-view step size N, hierarchical 

clustering threshold a, weight vector m = ( 
m1,m2,⋯,mp)T 
Output: Clustering result set D. 
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 All data objects in the dimensionality 
reduction dataset Y= {y1, y2, …, yn} through 
the weight vector m = ( m1,m2,⋯,mp)T  

 Consider each data object in the dataset Y= 
{y1, y2, …, yn} as an initial cluster, that is, 
construct an initial cluster V= {v1, v2, …, vn}, 
where V1= {y1} , V2= {y2}, …, Vn= {yn}  . 

 Traverse all the data objects yi in the initial 

cluster and calculate𝑑𝑖𝑠𝑡(𝑦𝑖 , 𝑦𝑗)(𝑦𝑖  ∈  𝑉𝑖 ,

𝑦𝑗  ∈  𝑉𝑗,𝑖≠𝑗). 

 When  ∃𝑀𝑖𝑛𝑑𝑖𝑠𝑡(𝑦𝑖 , 𝑦𝑗)(𝑦𝑖  ∈  𝑉𝑖 , 𝑦𝑗  ∈

 𝑉𝑗,𝑖≠𝑗) < 𝑎, update the cluster set as V= {v1, 

v2, …, vn-1}, where V1= {y1} , V2= {y2}, Vi= {yi , 
yj}  ,…, Vn-1= {yn} . Otherwise, the algorithm 
ends, and re-enter a reasonable hierarchical 
clustering distance threshold. 

 The reference point set Th = {e1, e2, .., dh } 
is determined by the multi-view step N. 

 Traverse all the clusters in the cluster V= 

{v1, v2, …, vn-1}, when ∃Min(Vi, Vj) < 𝑎,  

merge the clusters Vi, Vj. Update cluster V= 
{v1, v2, …, vn-1}. 

𝑐 (𝑉𝑖, 𝑉𝑗 ) =
∑ 𝑑𝑖𝑠𝑡(𝑌𝑎,𝑌𝑏)𝑌𝑎∈𝑉𝑖,𝑌𝑏∈𝑉𝑗

|𝑉𝑖||𝑉𝑗|
(13) 

𝑑𝑖𝑠𝑡 (𝑌𝑎 , 𝑌𝑏) =  
1

2|𝑇ℎ|
∑ [𝑑𝑖𝑠𝑡(𝑌𝑎 − 𝑒ℎ , 𝑌𝑏 − 𝑒ℎ) +  𝑑𝑖𝑠𝑡(𝑌𝑎 − 0, 𝑌𝑏 −  0)]𝑒ℎ∈𝑇ℎ

=

 
1

2|𝑇ℎ|
∑ [

(𝑌𝑎−𝑒ℎ,𝑌𝑏−𝑒ℎ)

||𝑌𝑎−𝑒ℎ||∗||𝑌𝑏−𝑒ℎ||
+  

(𝑌𝑎)𝑇(𝑌𝑏)

||𝑌𝑎||∗||𝑌𝑏||
]𝑒ℎ∈𝑇ℎ
                                     (14) 

Otherwise, output the clustering result set U. 
(1)  Repeat step (5) to output the final clustering result set U. 

III. EXPERIMENT AND RESULT ANALYSIS 
An Intel i5 processor with 8GB of RAM runs the 
experiment, which uses the Windows 10 
operating system. The data used in the 
experiment comes from the AWID wireless 
network data collection. Also in python3.7, we 
ran the following comparative tests: 

 A comparison of wireless network intrusion 
detection techniques based on multi-view 
cosine distance hierarchical clustering with 
classical K-means clustering, KNN 
classification, and Density-Based Spatial 
Clustering of Applications with Noise 
(DBSCAN). 
 

 For wireless network intrusion detection, a 
comparison of the standard Euclidean 
distance hierarchical clustering technique 

with the multi-view cosine distance 
hierarchical clustering algorithm. 

 Comparative trials of network intrusion 
detection techniques based on full-
granularity cosine distance hierarchical 
clustering and multi-view cosine distance 
hierarchical clustering. 

 Studies comparing standard K-means 
clustering, KNN classification, density 
clustering DBSCAN and wireless network 
intrusion detection algorithms based on 
multi-view cosine distance hierarchical 
clustering are used to discover unknown 
attack types in comparison experiments. 

Wireless network intrusion detection algorithms 
are evaluated using the detection rate ACC, the 
false detection rate FDR, the recall rate Recall, 
and F1 in this article details are as follows:. 

 

 The detection rate ACC, which is the ratio of the network data of the proper category to the total 
network data. Intrusion detection algorithms work better if they have a high detection rate. 

𝐵𝐶𝐶 =  
𝑈𝑃+𝑈𝑁

𝑈𝑃+𝑈𝑁+𝐺𝑃+𝐺𝑁
          (16) 

 FDR is the ratio of the quantity of average behavior data that is incorrectly interpreted as attack 
behavior to the total of average behavior. As an example, in an intrusion detection method, a lower 
false detection rate means a greater detection rate. 

𝐹𝐷𝑅 =  
𝑈𝐺

𝑈𝑁+𝐺𝑃
              (17) 
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 Data volume of network attack behaviors in relation to overall attack behaviors, which is known as a 
recall rate. The intrusion detection algorithm's capacity to recognise attack activity improves with 
increasing recall rates. 

𝑆𝑐𝑎𝑙𝑙 =  
𝑈𝑃

𝑈𝑃+𝐺𝑃
                       (18) 

For example, the number of network data 
behaviors that properly classify normal network 
data behaviors as nominal is represented by TN 
(true negative). There are a variety of network 
data characteristics that may be used to identify 
an attack type, called TP (true positive). 
Network data that misidentifies typical data 
activity as an assault is referred to as FN (false 
negative) or FP (false positive). 
A sample data set from the CLS dataset is 
provided in Table 1, along with the data sets h1-
h9and d1-d9 in Table 6. To avoid evaluating 

experimental findings obtained by the intrusion 
detection approach on a single experimental 
data set, this study randomly selects 
experimental data sets H1-H10 and D1-D10 
from the CLS data set with unique attack 
behaviour classes. Datasets d1-d10 contain 
anonymized attack behaviour data from related 
categories (masked by well-known attack 
behaviours) and are used in comparative 
studies to assess the effectiveness of intrusion 
detection systems to detect unexpected attack 
behaviours. 

Table 1 Test data set of Experiment 1 

Data 
Set 

Data Aggressive 
Class 

Normal Attack 

1 100 100 3 

2 200 200 5 

3 300 300 6 

4 400 400 8 

5 500 500 10 

6 600 600 11 

7 700 700 13 

8 800 800 14 

9 900 900 15 

 
Table 2 Test data set of Experiment 2 

Data 
Set 

Data Aggressive 
Class 

Unknown Attack 
Class Normal Attack 

1 100 100 3 1 

2 200 200 5 2 

3 300 300 6 3 

4 400 400 8 4 

5 500 500 10 5 

6 600 600 11 6 

7 700 700 13 7 

8 800 800 14 8 
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9 900 900 15 9 

 
3.1.1 Comparative Experiment One 
Clustering methods such as K-means, KNN 
classification, density clustering DBSCAN, and 
multi-view cosine distance hierarchical 
clustering are used in comparison studies. A 

total of ten trials including test data from the 
first through tenth places were conducted. 
Results of the experiment are depicted in 
Figures 4-7, along with a table of data. 

Table 3: Comparison of ACC in Experiment 1 
Serial 
Number 

K-means 
clustering 

KNN 
classification 

density clustering 
DBSCAN  

Hierarchical 
clustering 

1 75 90 95 100 

2 80 95 98 105 

3 60 80 100 95 

4 65 82 102 98 

5 68 84 104 100 

6 70 86 106 105 

7 72 88 108 106 

8 76 90 110 107 

9 78 92 113 108 

10 80 95 115 110 

 

 
Fig.4 Comparison of ACC in Experiment 1 

 
 

Table 4: Comparison of false detection rate in Experiment 1 
Serial 
Number 

K-means 
clustering 

KNN 
classification 

density 
clustering 
DBSCAN  

Hierarchical 
clustering 

1 10 8.5 6 3 

2 9.8 7.5 6.3 2 

3 9.5 5 5.5 3 

4 9 6 6.3 1.5 
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5 9.3 6.3 6 3.5 

6 9 6.5 6.3 4 

7 9.5 7 6 4.2 

8 9.3 7.2 5.8 4.5 

9 9.3 7.5 5.5 5 

10 9.2 8 5.2 5.5 

 

 
Fig.5 Comparison of false detection rate in Experiment 1 

 
Table 5: Comparison of Recall rate in Experiment 1 

Serial 
Number 

K-means 
clustering 

KNN classification density clustering 
DBSCAN  

Hierarchical 
clustering 

1 95 90 75 100 

2 98 95 80 105 

3 100 80 60 95 

4 102 82 65 98 

5 104 84 68 100 

6 106 86 70 105 

7 108 88 72 106 

8 110 90 76 107 

9 113 92 78 108 

10 115 95 80 110 
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Fig.6 Recall comparison in Experiment 1 

 
 

Table 6: Comparison of F1 Score in Experiment 1 
Serial 
number 

K-means 
clustering 

KNN classification Density clustering 
DBSCAN  

Hierarchical 
clustering 

1 95 100 75 90 

2 98 105 80 95 

3 100 95 60 80 

4 102 98 65 82 

5 104 100 68 84 

6 106 105 70 86 

7 108 106 72 88 

8 110 107 76 90 

9 113 108 78 108 

10 115 110 80 110 
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Fig.7 Comparison of F1 Score in Experiment 1 

3.1.2 Comparative Experiment 2 
This study compares classical K-means 
clustering, KNN classification, density clustering 
DBSCAN and wireless network intrusion 
detection algorithms based on multi-view 
cosine distance hierarchical clustering to see 

which is better at finding unknown attack types. 
It was decided to conduct ten comparison 
studies on data sets d1, d2, d3, d4, d5, and d6. 
Figure 8 with table shows the outcomes of the 
experiment. 

Table7: Comparison of ACC in Experiment 2 
Serial 
Number 

K-means 
clustering 

KNN 
classification 

density 
clustering 
DBSCAN  

Hierarchical 
clustering 

1 73 105 95 93 

2 80 107 98 95 

3 60 95 100 80 

4 65 98 102 82 

5 68 100 104 84 

6 70 105 106 86 

7 72 106 108 88 

8 76 107 110 90 

9 78 108 112 108 

10 80 110 115 110 
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Fig.8 Comparison of ACC in Experiment 2 

When compared to typical K-means clustering 
and KNN classification algorithms, the wireless 
network intrusion detection method described 
in this study is more efficient in intrusion 
detection based on multi-view hierarchical 
clustering, as demonstrated in the following 
four trials. The algorithm's detection rate ACC, 
false detection rate FAR, recall rate Recall, and 
comprehensive performance F1 have all been 
dramatically enhanced, as has the identification 
of new attack types. This new wireless network 
intrusion detection method has a higher 
detection rate ACC; a higher recall rate Recall 
and comprehensive performance F1; and lower 
false detection rate FAR compared to the old 
technique based on Euclidean distance 
hierarchical clustering. A reduction in the 
dimensionality of the wireless network attack 
data set AWID through principal component 
analysis can accurately reflect its initial 
characteristics. This, in turn, reduces algorithm 
time complexity and increases algorithm 
detection efficiency, while also ensuring higher 
ACC detection rates, recall rate Recall, 
comprehensive performance F1 and lower false 
detect rates are maintained. Overall, the time 
complexity of this work is O(n2). 

IV. CONCLUSION 
This study proposes the use of multi-view 
cosine distance as a measure of the similarity 

between data objects in the process of 
hierarchical clustering, rather than traditional 
cosine distance, to improve the effectiveness of 
an unsupervised wireless network intrusion 
detection method based on clustering. The use 
of the measuring approach improves the 
detection rate of the intrusion detection 
algorithm, while the false detection rate of 
wireless network data clustering discovers is 
reduced to a minimum. Even if a more multi-
perspective technique to choosing reference 
points decreases the total reference point set 
size greatly when compared to a full-grained 
approach, a bigger reference point set is still 
required to increase the performance of the 
intrusion detection algorithm. Afterwards, it's 
time to devise a more logical and effective 
approach for selecting reference points and 
shrinking the quantity of the trial data, in order 
for the clustering algorithm to run in less time 
and perform better overall. Further, this paper 
is extended to other real-life engineering 
applications such as IoT, Blockchain and 
metaheuristics. 

Data Availability 
The data used to support the findings of this 
study are available from the author upon 
request (abahattab@gmail.com). 
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