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Abstract. This paper introduce optimized empirical mode decomposition (EMD) based 

regression model to predict future samples of financial time series. Initially, time series 

data is processed through EMD to decompose the information  into intrinsic mode 

functions (IMF’s) and residual component. Later, a multi linear regression (MLR) models are 

developed with the help of IMF’s and residual component. To improve the overall accuracy, 

optimal values of the MLR models are required. Therefore, population search based 

optimization algorithm is adopted in this paper to obtain optimal coefficients of MLR 

models. Results are compared with direct MLR models, wavelet transform (WT)-MLR 

models to show the efficacy of the proposed work.  
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1 Introduction 

Application of time series forecasting 

found to be important in all areas to 

improve the mechanisms, operations, and 

efficiencies of the processes [1]. Several 

applications are found in engineering [2]-

[5], agriculture [6]-[7], medicine [8]-[9] 

and other domains. In particular, 

forecasting of financial data helpful to 

improve future pricing and increase the 

revenue.   Based on size, nature and 

structure of the data, linear and nonlinear 

models are suggested in earlier research 

[2]-[18].  

Some of such models are listed in 

literature along with applications as 

follows: In [2], MLR is suggested for 

prediction of time series. Electrical load 

forecasting is done in [2] with MLR 

approach using EXCEL tool. The features 

of the time data are extended using signal 

processing techniques and better 

prediction outputs are expected from the 

outputs. Such method is reported in [3] 

applied for wind speed prediction. For 

multiple data sets, the relations between 

variables decide accuracy of the 

forecasting models. Such models are 

implemented in [4] using invasive weed 

optimization (IWO) and particle swarm 

optimization (PSO) techniques for the 

geotechnical engineering applications. 

Further, these algorithms are used in the 

process of weights updating mechanisms 

of artificial neural networks (ANN) to 

improve the forecasting results of the 

time series with volatile in nature [5]. 
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Apart from engineering fields, these 

approaches are extensively applied in 

agriculture [6]-[7] and medical fields [8]. 

Support vector machine (SVM) is another 

powerful tool used for classification and 

regression purpose. In [9], SVM is used for 

prediction of COVID 19. Support vector 

regression (SVR) is used in [10] along with 

independent component analysis (ICA) to 

enhance the forecasting results of 

financial data. Ridge regression [11], fuzzy 

cognitive maps [12] and deep learning 

frameworks are other methods available 

in literature used for prediction studies. In 

recent years, signal processing techniques 

such as empirical mode decomposition 

(EMD), ensemble empirical mode 

decomposition (EEMD) and empirical 

wavelet transform (EWT) are used for pre-

process the time data to improve the 

forecast results [14]-[15]. Other advanced 

methods used in forecasting studies are 

reported in [16]-[19]. 

EMD based optimized regression model is 

presented in this paper to forecast 

financial time series. Initially, the data is 

processed thorough EMD and extracted 

IMFs along with residual component are 

used for fitting model. The optimal values 

of the coefficients of the regression model 

are obtained by using PSO algorithm. This 

approach reduces errors between actual 

and predicted samples of time series. 

2 Empirical mode decomposition 

(EMD) 

EMD is a powerful signal processing 

technique extensively used in electrical 

and electronics applications. It 

decomposes the time domain data into 

several oscillatory modes called intrinsic 

mode functions (IMFs) and residual 

component. These IMFs are more helpful 

to predict the future samples of the time 

series.  Let      is given time series data 

processed through EMD, produce   

number of IMFs and one residual 

component. Mathematically, 

     ∑            
                                                          

(1) 

In equation (1),    is the IMF of     

oscillatory mode and   is the residual 

component. Based on the extracted IMFs 

and residual components, an output 

equation is framed given by 

  ∑     
 
                                                                  

(2) 

In Equation (2),   is the output variable 

and              are the IMFs. 

        represents residual component.  

3 Optimized EMD-MLR model 

 Suppose the time series data ‘x’ is 

processed though EMD and   IMFs are 

extracted in addition to residual 

component as described in section 2. 

   [       ] [

         
         

 
         

]  

                                      (3) 

In equation (3),            are the 

regression model coefficients and    is the 

residual component.   is the data size. 

The output value at     sample is 

identified by using the information at 
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      sample. However, identification 

of optimal coefficients to fit the time 

series data is another challenging task in 

the prediction studies. Different solutions 

are possible at each data sample and 

these solutions may not be suitable for 

rest of the samples of the same data. By 

using these errors, an objective function is 

framed to apply optimization algorithms. 

The error at     sample of the data is 

given by 

                               
                                           

(4) 

For the entire data cycle with ‘N’ samples, 

the final error function of the optimal 

EMD regression model is  

  
 

 
∑       

                                                             

(5) 

The minimum value of the error function 

is attained at a particular solution set 

known as final solution achieved at the 

final iteration of the optimization 

algorithm. In this paper, PSO adopted for 

identification of the optimal coefficients 

of the regression models. According to 

PSO, the procedure to apply it for the 

proposed problem is understand with 

following steps. 

Step-1: Initialization of PSO parameters 

like population size, iteration number, 

inertia ( ), and acceleration coefficients 

(         ).  

Step-2: Defining dimension size of the 

problem and limits of the variables. 

Step-3: For first iteration, solutions are 

randomly generated, and corresponding 

fitness values are calculated. 

Step-4: Updating the positions of the 

particles (solutions) using position ( ) and 

velocity ( ) equations of the PSO given by   

  
        

       (      
   

 )  

     (      
   

 )                              (6) 

                                   
       

     
                                                               

(7) 

Step-5: Calculation of fitness functions of 

new solutions and check whether all 

iterations are completed or not to display 

final solution of the problem. If no, then 

repeat from step 4 

4 Results 

A financial time series data set is 

considered to validate the proposed 

method whose time-data information is 

provided in Fig 1. The data set consist of 

768 samples (      . For identification 

of optimal EMD regression model, only 

720 samples are considered and rest is to 

verify the accuracy of the method. After 

processing the data through EMD, IMFs 

and residual components are presented in 

Fig 2.
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Fig. 1: Time series data (test data) 

 

Fig. 2: EMD decomposition of the data 

The time series data produces 5 IMFs and residual component. Initially, individual 

components usage in prediction studies are addressed in this paper later combined model is 

developed. For this purpose, only IMF 1 is considered as input and the regression model 

obtained with IMF1 is given by 

                                                                    (8) 
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Fig. 3. Estimated time series for model a. with IMF1, b. with residual component, c. with all 

IMFs and residual component 

This model is suitable according to the Fig 3.a since the estimated values are close to 

472.1485 and the influence of unique IMF1 on prediction model is worst. This is evident 

from Fig 3.a. Further, similar study is carried out with residual component and the actual 

and estimated values of time series data are plotted in Fig 3.b. The regression eqaution of 

this case is  

                                                                     (9) 

The two models mentioned in equation (8) and (9) are not providing accurate estimation of 

future samples. However, a model with all IMFs and residual component produces best 

results. The estimated values are close to actual data points as shown in Fig 3.c. The model 

of this equation is  

     [                                ]

[
 
 
 
 
         

         

         

         

         ]
 
 
 
 

            

                                                                                                                                                            

(10) 

This final equation (10) provides reliable outputs for both the data points used in training 

and testing. The errors of all 768 samples are provided in Fig 4 for the model equation (10). 

These results in Fig 3.c and Fig 4 show the effectiveness of applying EMD and using all IMFs 

a 

b 

c 
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in the prediction models. In terms of fitness values, the minimum value is attained for third 

model and this value is large for other 2 models. This comparison is provided in Fig 5.  

 

 

Fig. 4: Errors of all data points with final optimized EMD regression model 

 

Fig. 5: Fitness function values of various EMD regression models 

5 Conclusions 

Optimized EMD based regression model is 

developed in this paper to predict 

financial time series. Instead of using time 

data directly, EMD is applied on given 

time series to find all IMFs and residual 

component. These IMFs , residual 

components are further used as inputs to 

find regression model of the time series 

and the optimal coefficients of the 

regression equation are obtained by using 

PSO. Results show the prediction errors 

are reduced with the proposed work. 
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