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ABSTRACT:  
In recent years, multi-focus image fusion has seen a large increase in the use of sparse representation. 
The creation of an informative dictionary is a crucial step that directly affects how well sparsity-based 
image fusion works. Different geometric information from the source images is extracted and analyzed 
in order to obtain sufficient bases for dictionary learning. By using principle component analysis, 
corresponding subdictionaries are constructed from the classified image bases. One informative 
dictionary is created by combining all built-in subdictionaries. The compressive sampling matched 
pursuit algorithm is used to extract the appropriate sparse coefficients for the representation of the 
source images based on the constructed dictionary. To create the final fused image, the obtained sparse 
coefficients are first fused by the Max-L1 fusion rule and then inverted. Numerous comparative tests 
show that the suggested method is competitive with other cutting-edge fusion techniques. 
KEYWORDS: Morphology, Image Fusion, Sparse Representation, Visual information fidelity Entropy. 
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I. INTRODUCTION 
For processing various images, cloud computing 
offers more potent computational resources [1-
4]. The blurred objects always show up in the 
photographs because optical lenses have a 
limited depth of focus. Getting an entire scene 
in focus can be challenging [5, 6]. Multi-focus 
image fusion has received a lot of attention in 
recent years, and numerous related techniques 
have been developed and put into practise [5-
8]. In multi-focus image fusion, multi-scale 
transform (MST)-based techniques are 
frequently employed. Transforms such as 
wavelet, shearlet, curvelet, and dual tree 
complex wavelet are described in [9, 10, 11, 12, 

 
 
 13, 14–15], as well as methods for non-
subsampled contour transformation (NSCT) [16] 
are some of the image pixel transformation 
techniques that are frequently used to 
represent image features in MST-based 
methods. Image features are translated into 
MST bases and coefficients during the 
transformation process. Two steps make up the 
MST-based method fusion process. The first is 
called coefficient fusion, and the second is 
called fused coefficient transformation.  
 
Since different approaches have different 
focuses, it is challenging to represent every 
aspect of source images using just one 
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approach. Sparse representation (SR)-based 
image fusion has overcome the limitations of 
MST-based methods in recent years. The fusion 
process of the SR-based method is comparable 
to that of the MST-based method. But SR-based 
methods typically employ trained dictionaries to 
represent image features in an adaptive 
manner. Therefore, SR-based methods can 
more accurately describe the specifics of images 
to enhance the effects of fused images. The K-
means generalised singular value 
decomposition (KSVD) algorithm is used to 
combine images based on SR the most 
frequently [17–19]. A KSVD-based dictionary 
learning method and a hybrid fusion rule were 
proposed by Yin et al. [17] for improving the 
quality of multi-focus image fusion. 
Additionally, Nejati et al. [18] proposed a KSVD-
based multifocus image fusion technique. He 
improved the KSVD learning procedure to 
improve the functionality of multi-focus image 
fusion. A clustering-based dictionary learning 
method based on image features was proposed 
by Kim et al. [20]. The performance of the 
fusion can be enhanced by the trained 
dictionary's improved descriptions of image 
features. [21] Zhang introduced a non-negative 
SR model to enhance image fusion 
performance. A group dictionary learning 
approach was put forth by Li et al. [22] to 
extract various features from various image 
feature groups. This technique can increase the 
precision of SR-based fusion and produce better 
fusion results. Robust principal component 
analysis was used by Ibrahim et al. [23] to 
develop a dictionary for the fusion of multi-
focus images using SR. Multi-focus image fusion 
has historically been achieved with the help of 
previously introduced SRbased methods.  
 
The aforementioned techniques, however, do 
not take into account the morphological 
information of image features when learning 
new words. This study examines the 
morphological data of the source images to 
carry out dictionary learning. To improve the 

accuracy of SR-based dictionary learning, 
various types of image information are 
processed in accordance with morphological 
similarity. The dictionaries are created by sparse 
coding by extracting geometric information 
from the source image blocks, such as edges 
and sharp lines. This paper makes the following 
two main contributions: (i) To train 
corresponding dictionaries, morphological data 
from source images is divided into various 
image patch groups. More thorough 
morphological details of the source images are 
contained in each patch group of classified 
images. (ii) It suggests using principle 
component analysis (PCA) to build a concise and 
informative dictionary. Each image patch 
group's dimension is reduced using the PCA 
method, which also produces informative image 
bases. In addition to ensuring an accurate 
description of the source images, the trained 
dictionary's informative feature also lowers the 
computational cost of SR. 
 
II. PROPOSED WORK 
2.1 Dictionary learning in image fusion using 
SR-based image fusion:  
Building an overly comprehensive dictionary 
that is not only reasonably compact in size but 
also contains the essential details of the source 
images is crucial for dictionary learning. Popular 
dictionary learning techniques include KSVD 
[19], online dictionary learning [24], and 
stochastic gradient descent [25]. This study uses 
PCA to improve dictionary learning. To 
demonstrate the benefits of a PCA-based 
solution, the learned PCA dictionary is 
compared to the corresponding KSVD 
dictionary. Good over-complete dictionaries are 
crucial for SR-based image fusion. 
 
Unfortunately, it is challenging to find one that 
is both small and informative. To achieve an 
over-complete dictionary, Aharon's solution 
[26] suggested using KSVD to train source image 
patches and update corresponding dictionaries 
through SVD operations. During the dictionary 
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learning process, a global and adaptively trained 
dictionary was used for KSVD to extract image 
patches. Kim et al. [20] are the authors who first 
introduced the Dictionary-based clustering 
solution for image fusion. Based on local 
structure data, similar patches were clustered 
from different source images. A small portion of 
each cluster's components were analysed to 
create the subdictionary. The learned 
subdictionaries are combined to create a 
concise and informative dictionary that 
effectively describes the structure information 
of source images.  
 
 
2.2 Creating a dictionary based on geometric 
similarity: 
To categorize source images, describe texture, 
edge information, and describe structure, 
smooth, stochastic, and dominant orientation 
patches are used in single image 
superresolution (SISR). From matching image 
patches, three subdictionaries are learned. For 
the purpose of creating corresponding compact 
and informative subdictionaries, the PCA 
method is used to only extract important 
information from each cluster. A concise and 
educational dictionary for image fusion is 
created by combining all learned sub 
dictionaries [20]. The suggested two-step 
geometric solution is shown in Fig. 1. The input 
source images Ii to Ik are first divided into a 
number of small image blocks called pin, i [(1, 
2,..., k), n [(1, 2,..., w), In each input image, i 
represents the source image number, n 
represents the patch number, and w represents 
the total block number. In order to define 
patches of dominant orientation, smooth, 
stochastic, and dominant orientation geometric 
similarity is used. Then, PCA is used on each 
group to extract bases that correspond to each 
group in order to create sub dictionaries. A 
comprehensive dictionary for instructing the 
image SR is created by combining all obtained 
sub dictionaries. 
 

 
Fig. 1 IMAGE FUSION FRAMEWORK USING 

MORPHOLOGY 
 

 
Fig. 2: 'TWO CLOCKS' IMAGE FUSION WITH 
MULTIPLE FOCUS A)SOURCE IMAGE B) SOURCE 
IMAGE, C) KSVD-FUSED IMAGE D) JCPD FUSED 
IMAGE E) PROPOSED METHOD FUSED IMAGE 
 
III. OBJECTIVE EVALUATION METRICS 
Four well-known objective evaluations—
entropy, mutual information (MI), edge 
retention QAB/F, and visual information fidelity 
(VIF)—are used to objectively assess the 
integrated images. The definitions of these 
performance metrics are as follows. 
 
3.1 Entropy: The information content of an 
image is represented by an image's entropy. An 
image with a higher entropy value is more 
informative. One image's entropy is defined as, 

…(1) 
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Where L is the total number of grey levels and 
Pl is the proportion of gray-valued pixels to all 
pixels. 
 
3.2 Mutual information: The MI metric 
calculates the MI of the combined image and 
the source images. The formal definition of MI 
for images is, 

..(2) 
Where hA,F (i, j) is the grey histogram of images 
A and F and L is the number of grey levels. The 
edge histograms of images A and F are hA(i) and 
hF(j). MI of the fused image is calculated by 
equation. 
 
MI(A, B, F) = MI(A, F) + MI(B, F) …….(3) 
 
In this case, MI(A, F) denotes the MI value of 
the input image A, MI(B, F) denotes the MI 
value of the input image B, and MI(C, F) denotes 
the MI value of the input image C. 
 
3.3 Q AB/F : The performance of edge 
information in a fused image is measured by the 
gradient-based quality index known as QAB/F. 
 

..(4) 
 
QAF = QAF g, where The edge strength and 
orientation preservation values at location (i, j) 
are QAF 0, QAF g, and QAF 0. Calculating QBF is 
similar to computing QAF. The importance 
weights for QAF and QBF are wA(i, j) and wB(i, 
j), respectively. 
 
3.4 Visual information fidelity: A novel-new 
metric for measuring the quality of full-
reference images is called the VIF. VIF quantifies 
the MI between the reference image and test 
image using the human visual system (HVS) 
model and natural scene statistics. VIF's 
calculation equation can be found in the 

following equation (5). Based on the ratio 
between the distorted test image information 
and the reference image information, it can be 
calculated. 
 

…(5) 
 
 
IV. RESULTS AND DISCUSSIONS 
Table 1 displays the average quantitative fusion 
outcomes of 20 colour multi-focus images using 
three different techniques. The suggested 
approach achieves the best results across all 
four categories of evaluation metrics. 
 

Table 1: 20 COLOUR MULTI-FOCUS IMAGE 
FUSIONS ARE COMPARED 

Parameter Entropy    QAB/F MI VIF 

KSVD 5.17 0.76 4.73 0.78 

JCPD 5.17 0.77 4.6 0.75 

Proposed 5.2 0.8 5.1 0.79 

 

 
Fig. 3: 20 COLOUR MULTI-FOCUS IMAGE 

FUSIONS ARE COMPARED 
 
There are two parts to the processing time 
overall. The first involves creating a dictionary 
and clustering images, while the second 
involves sparse coding and coefficient fusion. 
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The proposed method performs image 
clustering and dictionary construction 
significantly better than KSVD and JCDP. On 
image clustering and dictionary creation, KSVD 
takes the longest. The proposed solution and 
JCDP perform sparse coding and coefficient 
fusion in nearly the same amount of time. 
Similar to this, KSVD takes more time to 
complete coefficient fusion and sparse coding, 
as shown in table 2. 

Table 2: PROCESSING TIME COMPARISON 

Parameter 
320 × 240, 
s 

256 × 256, 
s 

520 × 520, 
s 

KSVD 57.7 50.6 1309 

JCPD 41.4 34.6 822 

Proposed 26.9 21.5 486 

 
 

Fig. 4: PROCESSING TIME COMPARISON 
 
V. CONCLUSION 
This paper proposes an SR-based image fusion 
framework based on the geometric information 
of the image. According to their geometrical 
similarities, image patches from smooth, 
stochastic, and dominant orientation source 
images are analysed and divided into various 
image patch groups. For each group of image 
patch images, PCA is applied to extract the key 
patches for building the corresponding compact 
and informative subdictionary. A fully trained 
dictionary is created by combining all obtained 
subdictionaries. Source image patches are 

sparsely coded into coefficients based on the 
trained dictionary. Image block size is adaptively 
chosen during image processing, as are the best 
coefficients. The fused image can retain more 
edge and corner details. In order to fuse the 
imperfectly coded coefficients, the Max-L1 rule 
is used. The final fused image is then created by 
inverting the fused coefficients. In comparative 
experiments, the proposed solution is 
compared with the two widely used SR-based 
methods KSVD and JCPD. 
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