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Abstract 

If there is an injective function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1}  such that an induced edge 

function ℎ∗ ∶ 𝐸(𝐺) → {1,2, … , 𝑞} defined by ℎ∗(𝑒 = 𝑢𝑣) = ⌈
2ℎ(𝑢)2ℎ(𝑣)2

ℎ(𝑢)2+ℎ(𝑣)2⌉ or ⌊
2ℎ(𝑢)2ℎ(𝑣)2

ℎ(𝑢)2+ℎ(𝑣)2⌋ is bijective, 

thena graph 𝐺 = (𝑉, 𝐸) with 𝑝 vertices and 𝑞 edges is called a square harmonic labeling. A graph 
which admits a square harmonic mean labeling is called a square harmonic mean graph.  

The union of two graphs G1 = (V1, E1) and G2 = (V2, E2) is a graphG = G1 ∪ G2 with vertex 
set V = V1 ∪ V2 and edge set E = E1 ∪ E2. In this paper, we introduced square harmonic mean 
labeling of disconnected graphs. 
Keywords. Graphs, Disconnected graphs, square harmonic mean graph. 
DOI Number: 10.48047/nq.2022.20.19.nq99516                 Neuroquantology 2022; 20(19):5373-5378 
 
 
1.Introduction 
 All graphs considered here are simple, 
finite, connected and undirected graph. Graph 
labeling plays an important role in graph 
theory. A graph labelling is an assignment of 
integers to the vertices, edges or both of a 
graph with certain conditions. We cite J. A. 
Gallian [1] for an extensive examination of 
graph labeling. We adhere to Harary’s [2] 

conventions for all other terms and notations. 
S. Somasundaram, R. Ponraj and S.S. Sandhya 
[4] established the notion of harmonic mean 
labeling. The aforementioned studies served 
as our inspiration as we introduced square 
harmonic mean labeling and also investigate 
square harmonic mean labeling behaviour of 
some simple graphs. 

Definition 1.1. Pathrefers to a walk where each of the verticesu0, u1, … , un are distinct. A path on n 
vertices is denoted by Pn. 
Definition 1.2. Cycle of G refers to a closed path. The symbolCn stands for a cycle on n vertices.  
Definition 1.3. The graph  G = G1 ∪ G2formed by taking one copy of G1 and V(G1) copies of G2, 

where the ith vertex of G1 is next to every vertex in the ith copy of G2 is known as the coronaG1 ⊙
G2 of two graphs G1 and G2. 
Definition 1.4. Combrefers to the graph formed by connecting a single pendant edge to each path 
vertex. 
Definition 1.5. Any cycle with a pendant edge attached at each vertex is called a Crown Graphand it 
is denoted by 𝐶𝑛 ⊙ 𝐾1. 
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Definition 1.6. The Cartesian product of a path on two vertices and another path on n vertices is 
called the Ladder GraphLn, which has the form P2 × Pn. 
 
2. Main Results 
Theorem 2.1. Cm ∪ Ln admits a square harmonic mean graph for m ≥ 3 and n ≥ 2. 
Proof. Let 𝐶𝑚 be the cycle 𝑢1, 𝑢2, … , 𝑢𝑚, 𝑢1 and 𝐿𝑛 be a ladder connecting two paths 𝑣1, 𝑣2, … , 𝑣𝑛 
and 𝑤1, 𝑤2, … , 𝑤𝑛 respectively.Let 𝐺 = 𝐶𝑚 ∪ 𝐿𝑛 be the union of cycle 𝐶𝑚           and ladder 𝐿𝑛. Let 
𝑉(𝐺) = {𝑢𝛼, 𝑣𝛽 , 𝑤𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and                                               𝐸(𝐺) =

{𝑢𝛼𝑢𝛼+1, 𝑣𝛽𝑣𝛽+1, 𝑤𝛽𝑤𝛽+1, 𝑣𝛽𝑤𝛽 , 𝑣𝑛𝑤𝑛 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛 − 1}. Then |𝑉(𝐺)| = 𝑚 + 2𝑛 and 

|𝐸(𝐺)| = 𝑚 + 3𝑛 − 2.A function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1} is defined by ℎ(𝑢𝛼) = 𝛼, 1 ≤ 𝛼 ≤ 𝑚, 

ℎ(𝑣𝛽) = 𝑚 + 3𝛽 − 2, 1 ≤ 𝛽 ≤ 𝑛, ℎ(𝑤𝛽) = 𝑚 + 3𝛽 − 1,1 ≤ 𝛽 ≤ 𝑛.The corresponding induced 

edge labels are ℎ∗(𝑢𝛼𝑢𝛼+1) = 𝛼 + 1, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝑚𝑢1) = 1, ℎ∗(𝑣𝛽𝑣𝛽+1) = 𝑚 + 3𝛽 −

1, 1 ≤ 𝛽 ≤ 𝑛 − 1,   ℎ∗(𝑤𝛽𝑤𝛽+1) = 𝑚 + 3𝛽, 1 ≤ 𝛽 ≤ 𝑛 − 1, ℎ∗(𝑣𝛽𝑤𝛽) = 𝑚 + 3𝛽 − 2, 1 ≤ 𝛽 ≤ 𝑛. 

Thus ℎ∗ is bijective. Therefore, 𝐶𝑚 ∪ 𝐿𝑛 admits a square harmonic mean graph if 𝑚 ≥ 3 and 𝑛 ≥ 2. 
Illustration 2.2. The image below displays asquare harmonic mean labeling of C4 ∪ L5. 

 
Figure I. 𝐂𝟒 ∪ 𝐋𝟓 

Theorem 2.3. (Cm ⊙ K1) ∪ Pn admits a square harmonic mean graph for m ≥ 3and n ≥ 2. 
Proof. Let 𝐶𝑚 ⊙ 𝐾1 be a graph obtained from a cycle 𝑢1, 𝑢2, … , 𝑢𝑚, 𝑢1 by joining the vertex 𝑢𝛼 to 
pendant vertices 𝑣𝛼 and let 𝑃𝑛 be a path 𝑤1, 𝑤2, … , 𝑤𝑛 . Let 𝐺 = (𝐶𝑚 ⊙ 𝐾1) ∪ 𝑃𝑛 with𝑉(𝐺) =
{𝑢𝛼, 𝑣𝛼 , 𝑤𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and 𝐸(𝐺) = {𝑢𝛼𝑢𝛼+1, 𝑢𝛼𝑣𝛼, 𝑤𝛽𝑤𝛽+1 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤

𝑛 − 1}. Then |𝑉(𝐺)| = 2𝑚 + 𝑛 and |𝐸(𝐺)| = 2𝑚 + 𝑛 − 1.A function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1} is 

defined by ℎ(𝑢𝛼) = 2𝛼, 1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑣𝛼) = 2𝛼 − 1,1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑤𝛽) = 2𝑚 + 𝛽, 1 ≤ 𝛽 ≤

𝑛.The corresponding induced edge labels areℎ∗(𝑢𝛼𝑢𝛼+1) = 2𝛼 + 2, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝑚𝑢1) = 2, 

ℎ∗(𝑢𝛼𝑣𝛼) = 2𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ∗(𝑤𝛽𝑤𝛽+1) = 2𝑚 + 𝛽, 1 ≤ 𝛽 ≤ 𝑛 − 1.Thus ℎ∗ is bijective. 

Therefore, (𝐶𝑚 ⊙ 𝐾1) ∪ 𝑃𝑛 admits a square harmonic mean graph if 𝑚 ≥ 3 and 𝑛 ≥ 2. 
Illustration 2.4. The image below displays a square harmonic mean labeling of                      (C4 ⊙
K1) ∪ P5. 
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Figure II. (𝐂𝟒 ⊙ 𝐊𝟏) ∪ 𝐏𝟓 
Theorem 2.5. (Cm ⊙ K1) ∪ Cn admits a square harmonic mean graph for m ≥ 3and n ≥ 2. 
Proof. Let 𝐶𝑚 ⊙ 𝐾1 be a graph obtained from a cycle 𝑢1, 𝑢2, … , 𝑢𝑚, 𝑢1 by joining the vertex 𝑢𝛼 to 
pendant vertices 𝑣𝛼 and let 𝐶𝑛 be a cycle 𝑤1, 𝑤2, … , 𝑤𝑛 . Let 𝐺 = (𝐶𝑚 ⊙ 𝐾1) ∪ 𝐶𝑛 with𝑉(𝐺) =
{𝑢𝛼, 𝑣𝛼 , 𝑤𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and 𝐸(𝐺) = {𝑢𝛼𝑢𝛼+1, 𝑢𝛼𝑣𝛼, 𝑤𝛽𝑤𝛽+1 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤

𝑛}. Then |𝑉(𝐺)| = 2𝑚 + 𝑛 and |𝐸(𝐺)| = 2𝑚 + 𝑛.A function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1} is defined 

by ℎ(𝑢𝛼) = 2𝛼, 1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑣𝛼) = 2𝛼 − 1,1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑤𝛽) = 2𝑚 + 𝛽 + 1, 1 ≤ 𝛽 ≤ 𝑛.The 

corresponding induced edge labels areℎ∗(𝑢𝛼𝑢𝛼+1) = 2𝛼 + 2, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝑚𝑢1) = 2, 

ℎ∗(𝑢𝛼𝑣𝛼) = 2𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ∗(𝑤𝛽𝑤𝛽+1) = 2𝑚 + 𝛽 + 1,1 ≤ 𝛽 ≤ 𝑛 − 1,ℎ∗(𝑤𝑛𝑤1) = 2𝑚 +

1.Thus ℎ∗ is bijective. Therefore, (𝐶𝑚 ⊙ 𝐾1) ∪ 𝐶𝑛 admits a square harmonic mean graph if 𝑚 ≥ 3 
and 𝑛 ≥ 2. 
Illustration 2.6. The image below displays a square harmonic mean labeling of                      (C6 ⊙
K1) ∪ C5. 

Figure III. (𝐂𝟔 ⊙ 𝐊𝟏) ∪ 𝐂𝟓 
Theorem 2.7. (Cm ⊙ K1) ∪ (Pn ⊙ K1) admits a square harmonic mean graph for m ≥ 3 and n ≥ 2. 
Proof. Let 𝑢1, 𝑢2, … , 𝑢𝑚, 𝑢1 be the cycle 𝐶𝑚 and let 𝑣𝛼 be the pendant vertex joined to the vertex 𝑢𝛼 
of 𝐶𝑚. The resultant graph is 𝐶𝑚 ⊙ 𝐾1.Let 𝑤1, 𝑤2, … , 𝑤𝑛 be a path 𝑃𝑛 and 𝑡𝛽 be the vertex joined to 

the vertex 𝑤𝑗 of path 𝑃𝑛. The resultant graph is 𝑃𝑛 ⊙ 𝐾1. Let                                                𝐺 = (𝐶𝑚 ⊙
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𝐾1) ∪ (𝑃𝑛 ⊙ 𝐾1)with𝑉(𝐺) = {𝑢𝛼 , 𝑣𝛼, 𝑤𝛽 , 𝑡𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and                          𝐸(𝐺) =

{𝑢𝛼𝑢𝛼+1, 𝑢𝛼𝑣𝛼 , 𝑤𝛽𝑤𝛽+1, 𝑤𝛽𝑡𝛽 , 𝑤𝑛𝑡𝑛 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛 − 1}.Then      |𝑉(𝐺)| = 2𝑚 + 2𝑛 and 

|𝐸(𝐺)| = 2𝑚 + 2𝑛 − 1. A functionℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1}  is defined by ℎ(𝑢𝛼) = 2𝛼, 1 ≤ 𝛼 ≤

𝑚, ℎ(𝑣𝛼) = 2𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑤𝛽) = 2𝑚 + 2𝛽 − 1, 1 ≤ 𝛽 ≤ 𝑛, ℎ(𝑡𝛽) = 2𝑚 + 2𝛽, 1 ≤ 𝛽 ≤ 𝑛. 

The corresponding induced edge labels are ℎ∗(𝑢𝛼𝑢𝛼+1) = 2𝛼 + 2, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝑚𝑢1) = 2, 

ℎ∗(𝑢𝛼𝑣𝛼) = 2𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ∗(𝑤𝛽𝑤𝛽+1) = 2𝑚 + 2𝛽, 1 ≤ 𝛽 ≤ 𝑛 − 1, ℎ∗(𝑤𝛽𝑡𝛽) = 2𝑚 +

2𝛽 − 1, 1 ≤ 𝛽 ≤ 𝑛.Thus ℎ∗ is bijective.Therefore, (𝐶𝑚 ⊙ 𝐾1) ∪ (𝑃𝑛 ⊙ 𝐾1) admits a square 
harmonic mean graph if 𝑚 ≥ 3 and 𝑛 ≥ 2. 
Illustration 2.8. The image below displays a square harmonic mean labeling of (C6 ⊙ K1) ∪ (P5 ⊙
K1). 

Figure IV.(𝐂𝟔 ⊙ 𝐊𝟏) ∪ (𝐏𝟓 ⊙ 𝐊𝟏) 
Theorem 2.9. (Pm ⊙ K3) ∪ 𝑃𝑛 admits a square harmonic mean graph for m ≥ 3 and n > 1. 
Proof. Let 𝑃𝑚 ⊙ 𝐾3 be a graph obtained from a path 𝑢1, 𝑢2, … , 𝑢𝑚 by joining the vertices 𝑣𝛼, 𝑤𝛼 of 
𝐾3 respectively and 𝑃𝑛 be the path 𝑟1, 𝑟2, … , 𝑟𝑛. Let 𝐺 = (Pm ⊙ K3) ∪ 𝑃𝑛 with𝑉(𝐺) =

{𝑢𝛼, 𝑣𝛼 , 𝑤𝛼 , 𝑟𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and 𝐸(𝐺) = {𝑢𝛼𝑣𝛼, 𝑢𝛼𝑤𝛼, 𝑣𝛼𝑤𝛼 ∶ 1 ≤ 𝛼 ≤ 𝑚} ∪

{𝑢𝛼𝑢𝛼+1, 𝑟𝛽𝑟𝛽+1 ∶ 1 ≤ 𝛼 ≤ 𝑚 − 1, 1 ≤ 𝛽 ≤ 𝑛 − 1}Then |𝑉(𝐺)| = 3𝑚 + 𝑛  and |𝐸(𝐺)| = 4𝑚 + 𝑛 −

2.A function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1} is defined by ℎ(𝑢𝛼) = 4𝛼 − 3, 1 ≤ 𝛼 ≤ 𝑚,ℎ(𝑣𝛼) = 4𝛼 − 2,

1 ≤ 𝛼 ≤ 𝑚,ℎ(𝑤𝛼) = 4𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑟𝛽) = 4𝑚 + 𝛽 − 1, 1 ≤ 𝛽 ≤ 𝑛. The corresponding 

induced edge labels are ℎ∗(𝑢𝛼𝑢𝛼+1) = 4𝛼, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝛼𝑣𝛼) = 4𝛼 − 3, 1 ≤ 𝛼 ≤ 𝑚, 

ℎ∗(𝑢𝛼𝑤𝛼) = 4𝛼 − 2,1 ≤ 𝛼 ≤ 𝑚, ℎ∗(𝑣𝛼𝑤𝛼) = 4𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚, ℎ∗(𝑟𝛽𝑟𝛽+1) = 4𝑚 + 𝛽 − 1, 1 ≤

𝛽 ≤ 𝑛.Thus ℎ∗ is bijective. Therefore, (Pm ⊙ K3) ∪ 𝑃𝑛 admits a square harmonic mean graph if 𝑚 ≥
3 and 𝑛 > 1. 
Illustration 2.10. The image below displays a square harmonic mean labeling of   (P4 ⊙ K3) ∪ 𝑃5. 
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Figure V. (𝐏𝟒 ⊙ 𝐊𝟑) ∪ 𝑷𝟓 
Theorem 2.11. (Pm ⊙ K1,2) ∪ 𝐶𝑛 admits a square harmonic mean graph for m ≥ 2                   and 
n ≥ 3. 
Proof. Let 𝑃𝑚 ⊙ 𝐾1,2 be a graph obtained from a path 𝑢1, 𝑢2, … , 𝑢𝑚 and let 𝑣𝛼, 𝑤𝛼 be the vertices of 
𝐾1,2 which are joined the vertices 𝑢𝛼. Let 𝐶𝑛 be the cycle 𝑟1, 𝑟2, … , 𝑟𝑛 respectively. Let 𝐺 =

(Pm ⊙ K1,2) ∪ 𝐶𝑛 with𝑉(𝐺) = {𝑢𝛼, 𝑣𝛼 , 𝑤𝛼 , 𝑟𝛽 ∶ 1 ≤ 𝛼 ≤ 𝑚, 1 ≤ 𝛽 ≤ 𝑛} and 𝐸(𝐺) =

{𝑢𝛼𝑢𝛼+1, 𝑢𝛼𝑣𝛼 , 𝑢𝑚𝑣𝑚, 𝑢𝛼𝑤𝛼, 𝑢𝑚𝑤𝑚, 𝑟𝛽𝑟𝛽+1: 1 ≤ 𝛼 ≤ 𝑚 − 1, 1 ≤ 𝛽 ≤ 𝑛}. Then |𝑉(𝐺)| = 3𝑚 + 𝑛  

and |𝐸(𝐺)| = 3𝑚 + 𝑛 − 1.A function ℎ ∶ 𝑉(𝐺) → {1,2, … , 𝑞 + 1} is defined by ℎ(𝑢𝛼) = 3𝛼 − 2, 1 ≤

𝛼 ≤ 𝑚,ℎ(𝑣𝛼) = 3𝛼 − 1, 1 ≤ 𝛼 ≤ 𝑚,ℎ(𝑤𝛼) = 3𝛼, 1 ≤ 𝛼 ≤ 𝑚, ℎ(𝑟𝛽) = 3𝑚 + 𝛽, 1 ≤ 𝛽 ≤ 𝑛. The 

corresponding induced edge labels are ℎ∗(𝑢𝛼𝑢𝛼+1) = 3𝛼, 1 ≤ 𝛼 ≤ 𝑚 − 1, ℎ∗(𝑢𝛼𝑣𝛼) = 3𝛼 − 2, 1 ≤

𝛼 ≤ 𝑚, ℎ∗(𝑢𝛼𝑤𝛼) = 3𝛼 − 1,1 ≤ 𝛼 ≤ 𝑚,  ℎ∗(𝑟𝛽𝑟𝛽+1) = 3𝑚 + 𝛽, 1 ≤ 𝛽 ≤ 𝑛 − 1,ℎ∗(𝑟𝑛𝑟1) =

3𝑚.Thus ℎ∗ is bijective. Therefore, (Pm ⊙ K1,2) ∪ 𝐶𝑛 admits a square harmonic mean graph if 𝑚 ≥

2 and 𝑛 ≥ 3. 
Illustration 2.12. The image below displays a square harmonic mean labeling of   (P4 ⊙ K1,2) ∪ 𝐶5. 

 
Figure VI. (𝐏𝟒 ⊙ 𝐊𝟏,𝟐) ∪ 𝑪𝟓 
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Conclusion: 
 In this paper, we investigated the 
behavior of disconnected graphs are square 
harmonic mean labeling. The derived results 
are demonstrated by means of sufficient 
illustrations which provide better 
understanding. 
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