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tissue. CT generates brain images in axial sections 
using X-rays and a computer to diagnose the patient. 
Two- and three-dimensional images of the body's 
interior organs can be produced via MRI [4]. In terms 
of early cancer identification and diagnosis, this 
method is among the most accurate. However, 
radiologists with substantial knowledge are needed 
since identifying the tumor type with MRI is difficult 
and needs time and chances of error [5]. MRI pictures 
may lack distinct characteristics that would permit 
solid decision-making due to the diversity of tumor; 
hence, manual diagnosis is not reliable. Patients' 
prospects of recovery and survival can be greatly 
improved with the help of a correct diagnosis and 
subsequent therapy. Also, the effectiveness of 
treatment and the likelihood of survival are both 
negatively impacted by a missed diagnosis of a BT [6]. 
Because of this, the ability of the CAD system to 
diagnose medical pictures like MRI scans requires the 
application of artificial intelligence (AI) algorithms. 
These methods lighten the workload of doctors and 
radiologists without compromising their ability to 
make precise diagnoses. Numerous private 
multinational corporations such as Siemens, GE 
Medical Systems, Medtronic, Accenture, Becton 
Dickinson, and Atlantic Biomedical P. Ltd have 
conducted BT research. The literature reports both 
theoretical and experimental works from the 
international arena. Some of the work done by top 
researchers is described below: 

 
The study [7] focused on the categorization of 

three different forms of BTs inside T1-weighted 
contrast-enhanced MRI images. To address the issue 
of large variability in tumor shape and size, they 
investigate the use of Spatial Pyramid Matching (SPM), 
an approach extensively used in natural image 
categorization. To enhance the accuracy of this 
classification, introduce a novel approach involving 
two key modifications. Firstly, they replace the original 
tumor region with an augmented tumor region 
created through image dilation, acknowledging the 
valuable information that the surrounding tissues of 
the tumor can provide for tumor type identification. 
Second, divide the increased tumor region into ever-
finer ring-shaped subregions. Using a large dataset, 
the strategy is extensively tested using three distinct 
feature extraction methods: gray level co-occurrence 
matrix (GLCM), intensity histogram, and bag-of-words 
(BoW) approach. These findings support the feasibility 
and usefulness of the suggested method for accurately 
classifying brain cancers.In paper [8], introduces a fully 

automated system designed to detect BT slices and 
accurately delineate the tumor area. The experiments 
using a single contrast mechanism underscore the 
effectiveness of the segmentation technique in 
successfully identifying and delineating BT tissues. 
Furthermore,theyconduct a comparative study that 
evaluates the performance of statistical features 
against Gabor wavelet features with the utilization of 
multiple classifiers. This contribution addresses a 
notable gap in the existing literature as it marks the 
first attempt to compare these feature sets for tumor 
segmentation applications.The authors [9] present a 
two-stage comprehensive Computer-Aided Diagnosis 
(CAD) system built for automated identification and 
characterization of brain cancers in MRIs. The first 
stage of this approach focuses on categorizing MRIs 
into two groups: normal and abnormal images. 
Following that, in the second stage, the algorithm 
further classifies abnormal MRIs as benign or 
malignant. The suggested CAD system combines 
several computational methods, such as MRI 
segmentation using K-means clustering, feature 
extraction and reduction using discrete wavelet 
transform (DWT) , and principal component analysis 
(PCA). A SVM is used in the two-stage categorization 
technique. The system's evaluation yields promising 
results, especially when evaluated on a non-standard 
MRI dataset. 

 
In study [10], the process of identifying BTs in 

MR images entails several distinct stages, such as 
sigma filtering, adaptive thresholding, and the 
determination of the detection region. Shape-based 
features, including Euler Number, Solidity, Circularity, 
Area,Minor,andMajor Axis Length, play a pivotal role 
in the feature extraction process from MR images. This 
methodology leverages two supervised classifiers: the 
C4.5 and the Multi-Layer Perceptron (MLP). These 
classifiers effectively distinguish between normal and 
abnormal brain cases, with the abnormal cases further 
classified into various benign or malignant tumor 
types, contributing to the accuracy of tumor 
classification.The results indicate a maximum precision 
of approximately 95% using 174 brain MR image 
samples and the MLP algorithm.In the paper [11], the 
authorpresents an Enhanced Edge Detection algorithm 
designed for BT segmentation, which builds upon the 
Sobel edge detection technique. This innovative 
method integrates the Sobel approach with image-
dependent thresholding and incorporates a closed 
contour algorithm to identify diverse regions within 
the image. Following that, the system isolates tumors 
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from the image by employing intensity data gathered 
within these confined contours. The method is written 
in the C programming language, and its effectiveness is 
objectively and subjectively evaluated. The findings 
from the simulation strongly show that the suggested 
approach outperforms standard segmentation 
techniques, using various parameters highlighting its 
usefulness. 

 
In the paper [12], the researchers harness data 

mining techniques for the classification of MRI images 
in the context of BTs. Propose a novel hybrid strategy 
for categorized BTs that integrates the strength of 
SVM and Fuzzy C-Means (FCM). The technique 
includes image-enhancing processes such as contrast 
enhancement and mid-range stretch, as well as double 
thresholding and morphological procedures for skull 
area extraction. FCM clustering is then utilized to 
segment images, and the Grey Level Run Length 
Matrix (GLRLM) is applied to identify important 
features from images. SVM takes on the role of 
classifying brain MRI images, resulting in precise and 
efficient classification.In the study [13], researchers 
present an automatic technique for BT segmentation 
using Convolutional Neural Networks (CNNs). While 
standard CNNs concentrate primarily on local image 
features and ignore global contextual data, both are 
critical for exact pixel categorization and identification, 
particularly in the setting of fluctuating BT 
appearances. To solve this, they provide Multiscale 

CNNs, a novel three-stream structure. This system 
determines the top three best image scales 
dynamically and efficiently incorporates information 
from diverse scales of the regions surrounding each 
pixel. They use BRATS datasets including several MRI 
modalities for exploration and assessment. The 
Multiscale CNNs architecture beats traditional CNNs as 
well as state-of-the-art algorithms from BRATS 2012 
and 2013, proving that it is better in BT segmentation 
in terms of accuracy. 

II. METHODOLOGY 
The automatic BT detection and classification 

using a hybrid model is the objective of the research. 
The BT data are collected from the Kaggle site, and it 
contains both train and test images. The research 
holds two phases, training, and testing. In the training 
phase, the train images are given to the processing 
stages and further passed through the feature 
extraction stage. For feature extraction, Weighted 
Particle Swarm Optimization (WPSO) is employed. The 
extracted data are given to the ML models for training, 
to classify the type of tumor data. The second phase is 
testing, here the same process as processing, and 
feature extraction are repeated with test images.  The 
ML models are asked to classify the test images. 
Finally, the outcome of ML models is evaluated using 
the metrics to identify the best one. The above-
mentioned details are represented in the form of a 
flow diagram in Figure 1. 

 
Fig. 1. Research flow diagram
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TPR, and the models are arranged in descending order 
based on the TPR score. The arrangement order is 
hybrid (9653%), GNB (94.55%), SVM (94.03%), RF 
(92.54%), and LDA (89.9%).  Precision is taken as a 
fourth metric. The hybrid model (96.06%) provides the 
highest score, whereas the LDA (87.25%) provides the 
lowest score.  In between the highest and lowest, 
other models like GNB (94.09%), SVM (92.65%), and RF 
(89.86%) are present. Finally, the F1-Score is analysed. 
The highest value is the outcome of the hybrid model 
(96.3%), the second highest is GNB (94.32%), the third 
is SVM (93.33%), the fourth is RF (91.18%) and the last 
one is LDA (88.56%). All the positive metrics score of 

the ML model is converted into a bar graph which is 
given in Figure 4. 

The negative metrics score of the ML model 
is illustrated in Figure 5 using the bar graph. For a 
good model, the negative metrics should be low. 
The hybrid model (3.47%) gives the least value of 
FNR, next, the GNB (5.45%) gives a lower score, 
which could be followed by SVM (5.97%), RF 
(7.46%), and LDA (10.1%).  For FPR, the LDA 
(13.27%) produces a higher value, RF (10.88%) gives 
the second largest, and the other models like SVM 
(7.77%), GNB (6.25%), and hybrid (4.17%) give less 
values.

Fig. 4. Performance comparison of positive metrics on BT classification
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